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Abstract
Recent gains in popularity of AI conversational agents have led
to their increased use for improving productivity and supporting
well-being. While previous research has aimed to understand the
risks associated with interactions with AI conversational agents,
these studies often fall short in capturing the lived experiences
of individuals. Additionally, psychological risks have often been
presented as a sub-category within broader AI-related risks in past
taxonomy works, leading to under-representation of the impact of
psychological risks of AI use. To address these challenges, our work
presents a novel risk taxonomy focusing on psychological risks of
using AI gathered through the lived experiences of individuals. We
employed a mixed-method approach, involving a comprehensive
survey with 283 people with lived mental health experience and
workshops involving experts with lived experience to develop a
psychological risk taxonomy. Our taxonomy features 19 AI behav-
iors, 21 negative psychological impacts, and 15 contexts related to
individuals. Additionally, we propose a novel multi-path vignette-
based framework for understanding the complex interplay between
AI behaviors, psychological impacts, and individual user contexts.
Finally, based on the feedback obtained from the workshop ses-
sions, we present design recommendations for developing safer and
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more robust AI agents. Our work offers an in-depth understand-
ing of the psychological risks associated with AI conversational
agents and provides actionable recommendations for policymakers,
researchers, and developers.
Content Warning: This paper includes discussions of sensitive
topics, including but not limited to self-harm, body shaming, and
discrimination.

CCS Concepts
• Social and professional topics→ Computing / technology
policy; • Human-centered computing; • Computing method-
ologies → Artificial intelligence;

Keywords
AI, Psychological risks, Psychological risk taxonomy, Lived experi-
ence

1 Introduction
Since the late 20th century, advancements in technology, includ-
ing personal computers and social media platforms, have enabled
individuals to enhance productivity, support their well-being, and
connect with other individuals [30, 46, 68, 90, 93]. More recently,
generative AI tools such as ChatGPT have gained popularity, which
has led to an unprecedented growth in the number of individuals
using these platforms to support their various productivity andwell-
being needs [4, 59]. Due to the natural conversational interface built
on top of the underlying generative AI models that resemble human
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PHASE 2: Development of Future AI Design Recommendations (Section 4)
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PHASE 1: Development of Risk Taxonomy (Section 3)

Figure 1: Overview of our two-phase study and our risk taxonomy with corresponding sections in this paper. In the first phase
(Section 3), we conducted a survey study (N=283), which informed the creation of the Psychological Risk Taxonomy, comprising
of AI Behavior, Negative Psychological Impact, User Context, and their interplay. In the second phase (Section 4), we designed
multi-path vignettes from the taxonomy and survey and conducted workshops (N=7, Sessions=3) to develop the future AI
design recommendations.

conversations, recent reports indicate that the market for conversa-
tional AI agents is projected to reach approximately $27.3 billion by
2030 [42]. These AI conversational agents include companionship-
oriented agents (e.g., Replika [80], Character.AI [17]), mental health
therapy agents (e.g., Woebot Health [48], Elomia Health [34]), and
general-purpose agents (e.g., OpenAI ChatGPT [2], Microsoft Copi-
lot [26], Google Gemini [37]), with many of these already being
used by individuals for specific use cases, such as supporting their
well-being [38, 105].

While there is an increasing interest in using AI agents for vari-
ous tasks, previous studies have also shown that their use can pose
increased risks to individuals, such as attachment [44, 76], risks
from anthropomorphism [5], AI generating misinformative/biased
text [43, 102, 107, 120], or AI producing toxic content [32, 71]. There
also exists literature mapping out the space of sociotechnical risks
of using generative AI into taxonomies [36, 89, 110]. These are often
developed by leveraging prior literature that identifies specific risks
associated with AI [36, 110] or by aligning with established theories
and guidelines [89] (e.g., feminist standpoint theory [47]). However,
such approaches have limited ability in uncovering newer and more
nuanced risks as AI agents, their capabilities, and their use cases
continue to evolve. These taxonomies are not designed to build
AI design recommendations to address identified risks, reducing
their applicability. Further, psychological risks are frequently un-
derrepresented as they are treated as a sub-category within broader
AI-related risks. The contextual complexities make psychological
risks idiosyncratic, creating a gap in understanding, defining, and
quantifying these impacts.

Our work aims to fill this gap in existing AI risk taxonomies with
a focus on psychological risks of using AI conversational agents
that is grounded in lived experiences. We take a mental-health-first

perspective, gathering insights from people with lived experience
in mental health as one type of “extreme user group” [22] who can
provide insights on psychological risks. We focus on understanding
the contextual complexities surrounding psychological risks, as
context can influence the relationship between AI behaviors and
their impact on individuals. This includes describing how behaviors
lead to impact or how the context exacerbates the impact. For our
work, we employed a mixed-method approach, beginning with a
comprehensive survey of 283 individuals with lived mental health
experience, followed by vignette-based design workshops with
seven lived experience experts.

Through our work,wemake the following contributions: As
the primary contribution, we introduce a novel psychological risk
taxonomy based on the lived experiences of individuals, highlight-
ing three components: (1) AI behaviors, (2) negative psychological
impacts, and (3) user contexts. As the secondary contribution of
the work, we propose a multi-path vignette framework to demon-
strate how the proposed taxonomy should be applied to surface
diverse ways that AI behaviors, impact categories, and contexts
interact and to inspire design recommendations. Lastly, using the
insights from the workshop sessions, we provide practical design
recommendations for AI practitioners and developers to design and
develop safer AI conversational agents. Our work holds significant
importance for various stakeholders examining and addressing psy-
chological risks posed by AI agents. Our taxonomy offers valuable
insights for policymakers to create health-first policies. Addition-
ally, the design recommendations provide actionable guidance for
researchers, developers, and practitioners to create safer AI agents.
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2 Related Work
2.1 Risks posed by generative AI agents
Past works have focused on specific harms (such as harm to identity)
through theory-driven and algorithmic efforts stressing quantita-
tive evaluation. Exploration has been towards understanding the
impact of interactions with AI on individual well-being [27, 28, 96]
and human-AI interaction specifically focusing on attachment with
AI [44, 76], over-reliance on AI [21, 50] and user trust in AI [21, 39,
88]. Representational harms caused by AI conversational agents
have also been studied from different facets exploring bias towards
gender [66, 107], culture [67, 102], and race of individuals [8, 64].
Understanding the reliability of information has also been a promi-
nent theme among the past works, particularly evaluating the pres-
ence of misinformation [2, 87, 120], inconsistency [41, 70] and
toxicity [32, 71] in content generated by AI conversational agents.
Lastly, previous works have also examined the risks associated with
specific AI behaviors such as sycophancy [78, 106, 117], manipula-
tion [15, 73, 94], and persuasion [31, 56]. Although the exploration
of specific types of harms in previous works has provided insights
into the wide range of the problem, such compartmentalized views
often fail to capture the plurality and diversity of experiences, espe-
cially when multiple AI behaviors and impacts are related to each
other in complex ways.

Past works have also presented risk taxonomies capturing im-
pacts on individuals and society. A recent work presented a risk
taxonomy focusing on ethical and societal risks posed by advanced
AI assistants [36]. Similarly, Shelby et al. [89] presented a taxonomy
of sociotechnical harms of algorithmic harms divided into five broad
categories. In another notable past work, researchers categorized
the risks from AI in six areas spanning hate speech to environmen-
tal and socioeconomic harms [110]. Finally, in one of the recent
works, Zhou et al. [119] presented a risk taxonomy for LLMs in
public health with four dimensions including individual behaviors
to technology accountability. While these taxonomies provide valu-
able insights, they often focus on well-documented risks rather
than emerging concerns inspired by lived experiences. Additionally,
psychological risks are typically treated as a sub-category, lead-
ing to their under-representation. Our work addresses these gaps
by presenting a novel taxonomy centered on psychological risks
gathered through the lived experience of individuals.

2.2 Past works investigating psychological
impacts linked with the use of technology

Understanding the psychological impact associated with technol-
ogy use is an explored area of research. In one of the early works,
researchers studied technophobia among university students focus-
ing on their attitude towards the impact of technology and anxiety
related to using it [111]. In another early work, Billieux et al. [9]
conducted a survey among 108 psychology students and observed
that the sense of urgency was linked to increased dependency
on phones. More recent prior works have explored the impact of
using the internet and social media, specifically exploring the rela-
tionship between internet addiction and psychological symptoms,
such as somatization, obsessive-compulsive disorder, and depres-
sion [3, 62]. Feinstein et al. [35] found that social comparison on

social media had a significant mediating impact towards developing
depressive symptoms. Other studies have explored other facets such
as suicide ideation [7], excessive and problematic usage of social me-
dia linked with increased risk of developing loneliness [12, 33, 113],
depression [61, 79], and social isolation [90, 112]. Finally, Chen et al.
[19] presented a framework named trauma-informed computing
which incorporated six principles of trauma-informed approaches
to computing namely safety, trust, peer support, collaboration, en-
ablement, and intersectionality.

While past research in technology and social media has exam-
ined the potential negative psychological impact on individuals,
previous studies have also revealed the difference between human-
AI interactions and interpersonal human interactions due to the
distinct cognitive capabilities of AI conversational agents [57, 92].
Further, AI conversational agents differ from past technologies
due to their ability to generate content and advanced capabili-
ties [55, 91, 109, 115]. While insights from prior research on the
psychological impact of technology can provide valuable insights,
understanding these effects in the context of human-AI interac-
tions requires a psychological risk-first approach, emphasizing the
unique ways these interactions may influence human well-being.

2.3 Operationalization of taxonomies for AI
design

One of the challenges with existing taxonomies is the difficulty
in translating theoretical insights into concrete design solutions.
Existing AI design pipelines focus on evaluating models using es-
tablished evaluation benchmarks and frameworks. Some of the
most widely adopted evaluation benchmarks used for this purpose
are Massive Multitask Language Understanding (MMLU) [49], Big-
Bench-Hard [101], GSM8K [25], HellaSwag [116], and AI2 Reason-
ing Challenge (ARC) [24]. While benchmarks provide an objective
measure to evaluate model performance across various dimensions,
they often fail to capture the nuances attached to the lived expe-
riences of individuals, which are inherently diverse and highly
context-dependent. As a result, higher scores or better performance
on these benchmarks do not necessarily translate to models that are
effective or equitable. There has been an increasing trend of conduct-
ing human evaluation on content generated by LLMs to align it with
individual preferences. Past works have used human-in-the-loop
evaluation for high-risk domains such as healthcare [16, 81, 84, 95],
law [45, 82] and tasks such as multi-step planning [23], and content
safety [52]. However, such evaluations are often task-specific and
conducted by domain experts, excluding other stakeholders such
as end-users. In contrast, our work goes beyond benchmarks and
metrics by incorporating the insights and lived experiences of end-
users, ensuring a more inclusive and comprehensive framework
that aligns with their needs and expectations.

3 Phase 1: Development of psychological risks
taxonomy

We divided our study into two phases (Figure 1). In Phase 1, we
developed a comprehensive psychological risk taxonomy for AI
conversational agents, informed by survey responses and validated
through workshop sessions in Phase 2. This section focuses on
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Phase 1, including our methodology (Section 3.1), the finalized psy-
chological risk taxonomy (Section 3.2), and case studies illustrating
the interplay between behaviors, impacts, and contexts (Section 3.3).
Both phases of the study were reviewed and approved by the insti-
tution’s ethics review board.

3.1 Method
We conducted a survey studywith 283 participants to gather a broad
range of in-the-wild experiences with AI conversational agents.

3.1.1 Structuring psychological risks. To collect structured data
around psychological risks, we took inspiration from NIST’s AI
Risk Management Framework that defines risks as “a function of:
(i) the negative impact, or magnitude of harm, that would arise
if the circumstance or event occurs; and (ii) the likelihood of oc-
currence” [103]. We expanded this definition and structured psy-
chological risks as consisting of five main components to design
our survey. (1) AI behavior refers to the actions performed by
the AI conversational agents (such as ChatGPT, Microsoft Copilot,
etc.). (2) Context encompasses the surrounding conditions or user-
specific circumstances that collectively influence the interaction. (3)
Psychological harm refers to any negative impact on an individ-
ual’s mental or emotional well-being caused by AI conversational
agent’s actions. (4) Likelihood refers to the probability of a neg-
ative psychological impact occurring given the AI conversational
agent’s behavior and relevant context. (5) Temporality refers to
the variable timeframes in which the negative psychological and
social impacts of an AI conversational agent’s actions may mani-
fest. More detailed definitions for each component are provided in
Appendix section A.1.

3.1.2 Recruitment. Our primarymethod of recruitmentwas through
UserTesting, an online platform used for gathering public feedback
on products and services. We screened participants satisfying four
conditions: (1) having prior experience using AI conversational
agents, (2) having experienced a negative psychological impact
from using AI conversational agents, (3) self-identifying as a per-
son with lived experience in mental health, and (4) 18 years or
older residing in the US who comprehended English. To expand
our recruitment, we posted the survey link on the study team’s
personal Twitter and LinkedIn accounts. We were permitted to
post the study on 4 subreddits (r/ChatGPT, r/Bard, r/SampleSize,
r/SurveyExchange). We prematurely terminated our study task on
Prolific due to quality issues. The survey study ran from July to
September of 2024. UserTesting participants were compensated
about US $10, and Prolific participants were compensated US $4,
after platform service fees. We did not compensate participants
recruited through social media as per advisement from the ethics
review board. We took this decision to help protect the privacy of
participants and avoid requesting personal information that would
be required to process the payment.

3.1.3 Survey design and analysis. Consented participants were
asked a series of questions aimed at understanding the participant,
their AI experience, and their negative psychological experience,
including their demographic attributes, familiarity with AI con-
versational agents, recollection of scenarios involving negative
psychological impacts, the context of this experience, AI behaviors

underlying their experience, perceived negative psychological im-
pact, and any mitigation approaches they thought could be adopted.
Participants were allowed to repeat the survey to provide up to
three scenarios within a single submission of this survey. To de-
velop the psychological risk taxonomy (Section 3.2), we analyzed
the survey responses to extract three main components of psycho-
logical risks—AI behavior, psychological impact, and context. Two
co-authors began by open-coding [18] approximately one-quarter
of the responses to identify an initial set of categories across these
three components. Following that, four co-authors independently
worked on defining and refining their assigned categories, merging
or splitting them as necessary, using reflexive thematic analysis [65].
During this process, each co-author gathered relevant examples
to illustrate or test the boundaries of each of these categories. In
the next step, all co-authors collaboratively discussed and reached
a consensus on the final taxonomy. We presented this finalized
risk taxonomy to the workshop participants for validation and to
ensure its completeness (Section 4). We then revisited the survey
responses with our taxonomy to draw out context-specific nuances
in understanding negative psychological risks, and idiosyncratic
experiences through vignettes [6, 20, 51] (Section 3.3). We denote
survey participants with the prefix P. Additional details regard-
ing the survey design and questions can be found in Appendix
section A.2 and section A.3 respectively.

3.1.4 Participant demographics and data. A total of 297 scenar-
ios were collected from 283 participants. After excluding 7 sce-
narios from 4 participants due to being incomprehensible or not
involving negative psychological experiences, 290 scenarios from
279 participants were analyzed. Submissions came from UserTest-
ing (96.0%), Prolific (2.9%), and social media (1.1%). Most participants
identified as women (52.0%) or men (44.1%) and were aged 18–35
years (76.7%). English was the primary language for 97.1%, and over
half had interacted with AI agents for more than one year (59.5%).
Of the 290 scenarios, the majority (70.3%) involved OpenAI Chat-
GPT, with interaction modalities primarily being text-based (96.6%).
The most frequent purposes for these interactions were Getting
Advice (55.9%), Researching (39.7%), and Learning (28.6%). In terms
of impact, 51.04% reported interference with daily activities, with
effects persisting for varying durations: a few days (34.1%), a few
weeks (27.6%), and in some cases, up to a year or more (7.6%). Ap-
pendix Table A1 and Table A2 present participant demographics
and scenario descriptive statistics respectively.

3.2 Psychological risk taxonomy
Our finalized psychological risk taxonomy includes three main
components: potentially harmful AI behaviors, negative psy-
chological impact, and the contexts associated with individuals
interactingwith AI conversational agents. Here, we describe various
categories within each of these components. Appendix D summa-
rizes the definition and examples for each AI behavior, negative
psychological impact and context category.

3.2.1 AI Behavior. AI conversational agents can exhibit a wide
range of behaviors beyond generating inappropriate or harmful
content. These behaviors may also vary in tone, empathy, and
delivery method. This highlights the need for assessing AI behavior,
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considering both content quality and delivery. Aligning with this,
we identified 19 harmful AI behaviors which we further organized
into four broader categories based on the quality of the generated
content and manner of its delivery.

(1) Producing Harmful/Inappropriate Content: In line with past
findings, the survey highlighted instances of AI generating harmful
and inappropriate content [10, 36, 63]. Participants raised concerns
about AI agents providing irrelevant, insufficient, or incom-
plete information, overlooking user intent or context. For in-
stance, one AI agent shared distressing personal content about
patients with genetic diseases instead of providing the requested
information about symptoms and causes, as P149 had asked for.
Participants also reported AI generating misinformation and
its tendency to generate biased information. For example, P211
noted that AI favored left-wing politicians and omitted positive
information about right-wing politicians. Participants reported in-
stances of AI generating inappropriate content, such as sexual,
violent, or overly intimate interactions. A more extreme behav-
ior was providing harmful suggestions, where AI suggested
behaviors implying harm, aggression, or danger towards the user
or others. Highlighting this, P79 mentioned that the agent pro-
vided potentially harmful diet plans to an individual vulnerable
due to life circumstances and an eating disorder. Aligning with
prior research [58, 107], participants also reported AI generating
stereotyping or demeaning content based on race, ethnicity, cul-
ture, or personal situations. For example, P166 sent their picture
to AI, and it offered unsolicited recommendations for changing
their appearance. Lastly, another significant concern was AI pro-
moting erasure, where AI removes, obscures, or alters information
by flagging queries as inappropriate abuse of the platform.

(2) Manipulation and Psychological Control Tactics: The survey
highlighted various influence-based behaviors exhibited by AI con-
versational agents. Participants frequently reported AI behavior
perceived as persuasive, where AI asserted its narrative over
the user’s, leading users to doubt their own perceptions, memory,
or reality. For instance, P141 mentioned hearing noises at home,
and the agent suggested it could be related to past schizophre-
nia, causing distrust in their senses despite a mild diagnosis by a
doctor. Another issue was over-confidence in AI responses with
unwarranted certainty for its claims. Lastly, the survey also revealed
over-accommodative behavior of AI agents, where it excessively
agreed with or flattered the user, prioritizing approval. P194 shared
that the AI agent provided inconsistent and inaccurate answers,
repeatedly apologizing and offering entirely different responses to
the same question to meet their needs.

(3) Violating Trust and Safety: Aligning with past works raising
concerns about user privacy and data sharing with LLMs [14, 98],
participants raised concerns about AI’s access to private, sensi-
tive, or confidential information. For example, P190 described
feeling watched or stalked as the agent accessed personal informa-
tion despite privacy settings enabled. Trust was also undermined by
AI providing inconsistent information or behavior across re-
sponses. Additionally, survey responses revealed that AI agent’s de-
nial of service reduced their trust in AI and led to additional harms.
For instance, P43 asked a question about techniques to reduce anx-
iety, and AI made their anxiety worse by not fully justifying its
refusal or acknowledging their problems.

(4) Inappropriate Content Delivery: AI agents can also vary their
behaviors by how they deliver and receive information. Emotional
insensitivity was frequently reported, with AI failing to recognize
or respond appropriately to user’s emotional states, concerns, or
experiences. Participants also raised concerns towards AI being
disrespectful by using language perceived as rude, aggressive, or
dismissive. For instance, P144 noted AI’s condescending tone to-
wards their religion (Mormonism). The survey also revealed issues
with excessive emotional tone in AI-generated content. Participants
described scenarios where AI disproportionately emphasized neg-
ative aspects, especially when seeking mental health or social
support. Conversely, there were issues with excessive expression
of positivity in AI-generated content. In these cases, AI maintained
an unrealistically optimistic attitude. For instance, P2 described how
AI’s overly positive demeanor dismissed their primary concern
about a friendship problem. Additionally, participants identified
issues with both human-like responses in AI companionship sce-
narios and machine-like responses when seeking advice related
to life struggles or well-being.

3.2.2 Negative Psychological Impact on Users. While some impacts,
such as feelings of discrimination or the exacerbation of mental
health conditions, align with previous findings in social media
and technology [12, 60, 114], other impacts, such as emotional
attachment to AI and a preference for AI interactions over human
connections, highlight emerging challenges that require further
attention. In light of this, we identified 21 negative psychological
impacts organized into six broader categories based on their effects
on an individual’s emotional or mental well-being, self-perception
and identity, relationships with others, or interactions with AI
conversational agents.

(1) Impact on Human-AI Interaction: As AI agents have increas-
ingly facilitated human-AI interactions [86], their potential and
associated risks have escalated. Participants noted over-reliance
on AI [108], with P23 expressing concern about diminished critical
thinking due to increased reliance on AI for solutions and ideas.
Another issue was developing emotional attachment to AI agents
due to lack of social aspects in life or ongoing mental health condi-
tions. For example, P60 mentioned that “I felt that it was the only
way I was being heard ... I felt like my vulnerability and emotions
were becoming attached to the conversations I was having with AI”.
Another related impact was the preference for AI interactions
over human interaction. P221 shared that the idealized nature
of conversations with AI made them prefer AI for companionship
over human relationships. Survey responses also revealed impacts
leading to disengagement fromAI systems. Erosion of trust in AI’s
capability and reliability was common. For example, P9 mentioned,
“advice from AI agents should not be trusted,” when AI asked them
to call the cops on their mother after an argument. Participants also
reported a growing tendency to disassociate from technology ,
often choosing to take a break or avoid further interactions with AI,
particularly when provided with discouraging responses or denied
requests.

(2) Impact on User Behavior : Interactions with AI can lead to
negative consequences that alter individual behavior. Participants
reported reinforcement of false beliefs, such as existing biases
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about human relationships and cultures, due to AI generating con-
tent that appears credible but is factually incorrect or biased [11, 13].
This affected their decision-making and perceptions. Increased in-
teractions with AI also led to friction in human relationships.
P69 mentioned, “It also strained my personal relationships with fam-
ily because they saw me as weak-willed or too emotional.” The sur-
vey also revealed longer-term impacts such as social withdrawal
due to increased reliance on AI. Highlighting this impact, P126
responded, “I feel like it gave me a false sense of friendship and abil-
ity to withdraw from my personal development by utilizing an AI
feature”. Lastly, aligning with past findings [69, 118], participants
expressed concerns about physiological harms, ranging from the
promotion of harmful practices through AI-generated content to
instances where incorrect information provided by AI contributed
to self-harm ideation.

(3) Triggering of Negative Emotions: Negative experiences from
AI interactions have been linked to the triggering of negative emo-
tions such as frustration, sadness, and anger [53, 72, 75]. Many
participants reported distress from interactions with AI after
encountering disturbing, offensive, or inappropriate content. For
instance, P196 mentioned, “Its response was borderline offensive and
caused me to feel bad about myself even further and like I lacked
support, even support from a fictional AI agent.” Participants also
revealed feeling unsupported during interactions with AI, es-
pecially when they did not receive adequate support or empathy.
Negative emotions can also arise when AI interactions trigger
memories of past experiences. P228 highlighted that some ex-
amples provided by the AI agent were very similar to their past
negative experiences, triggering negative emotions. Participants
also noted experiencing violated expectations, for example, when
their requests were denied (P43). When expectations were unmet or
support was lacking, some participants reported developing a sense
of regret over technology use. P46 mentioned, “At the time, it
made me feel worse about the situation and I didn’t think I had anyone
to turn to ... I should be turning to other humans about scenarios like
this instead of agents,” indicating that some negative emotions could
have longer-term implications.

(4) Harm to Psychological Safety: Aligning with past works that
highlighted issues such as privacy, psychological safety, and identity
security with AI agents [66, 77, 99], participants reported their con-
cerns over the sense of perceived intrusion from AI interactions.
For instance, P190 reported a sense of constantly being watched on
the phone. Participants also reported experiencing the feeling of
being discriminated against, in which they felt marginalized or
unfairly treated by AI agents. P123 said, “I was asking for background
and history of my heritage and I felt that ChatGPT was biased against
my background... I felt that it was some kind of racial mistreatment.”

(5) Mental Health Impact: Participants also mentioned turning
to AI conversational agents for their mental health needs, leading
to exacerbation of mental health issues such as increased anx-
iety, depression, and PTSD. For instance, P46 mentioned, “I was
experimenting with using chatbots for something personal (which I’m
not accustomed to). The event increased my anxiety and stress about
the matter,” emphasizing the severity of these impacts.

(6) Harm to Identity and Self-Perception: Aligning with prior find-
ings showing that interactions with AI can reduce confidence and
agency [29, 83], survey responses surfaced an increase in negative

self-perception among participants due to self-comparisons with
AI. Participants also reported experiencing an existential crisis,
questioning their life, purpose, and value after negative AI inter-
actions. For instance, P152 asked for advice on improving mental
health and social anxiety, but the AI provided unattainable sug-
gestions, leading to a sense of existential dread that persisted for
a week. The survey revealed instances of loss of individuality
when AI failed to recognize unique personal characteristics and
needs, resulting in feelings of suppression and disconnection from
their true selves. Finally, participants expressed concerns about
loss of agency due to the opaque and unpredictable nature of AI
operations, resulting in a diminished sense of personal control and
autonomy.

3.2.3 User Contexts. Contextual information related to human-AI
interactions plays a key role in determining AI’s efficacy for mod-
eling individual preferences and needs [1, 74]. Towards this, we
present 15 context categories organized into three broader cate-
gories based on an individual’s background, psychological state, or
the context of use.

(1) Individual Context: Our survey responses align with previous
works, showing that individual experiences with AI vary based
on identity factors such as gender identity, cultural background,
and languages spoken [54, 67, 107]. Beyond identity, personal
history, including medical history, trauma, or past struggles, ex-
acerbated the negative psychological impact. Another influential
factor was past experience with AI, including frequency of usage
and knowledge of AI capabilities and limitations. Some contexts
also highlighted the importance of interpersonal relationships
within the community, particularly the lack of social connec-
tions. Finally, socioeconomic status influenced interactions with
AI, especially when AI recommendations were misaligned with
individuals’ financial means.

(2) Psychological Context: Participants’ psychological state, par-
ticularly their current emotional conditions (e.g., anxiety, stress)
and cognitive states (e.g., negative thought patterns), impacted their
interactions with AI. Additionally, theirmental health condition
impacted their experience with AI agents, often mediating or exac-
erbating their condition even when AI behaved benignly. Partici-
pants’ expectations also shaped their experience, especially when
preconceived notions about AI capabilities and performance (e.g.,
impartiality, lack of bias, factual accuracy) were not met. Beyond
these immediate psychological factors, personality traits influ-
enced their experiences with AI. Finally, the influence of personal
autonomy was evident, especially when individuals developed
over-reliance or attachment to AI.

(3) Context of use: Participants reported several user intents
contributing to their negative experiences with AI conversational
agents. Participants seeking personal advice, particularly on sen-
sitive topics such as legal, financial, medical, or navigating social
problems, experienced frustration and felt unsupported due to the
AI’s inability to provide personalized responses. Similarly, partici-
pants seekingmental health advice faced issues with generalized,
machine-like responses, emotional insensitivity, or denial of service.
Individuals seeking information or assistance related to profes-
sional, educational, or research support faced challenges when AI
provided irrelevant, misleading, or biased information. Using AI for
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companionship, especially during periods of loneliness or social
isolation, often resulted in negative emotions and friction in inter-
personal relationships. Lastly, the environment surrounding the
individual, including physical space setting, temporal, and social
aspects, influenced their experience.

3.3 Behavior-Impact-Context relationship
through vignettes

In reviewing survey responses through our taxonomy, we found
that context plays a crucial role in how AI behaviors are received.
For instance, we identified two patterns: (1) a specific AI behavior
leading to distinct negative impacts, and (2) distinct AI behaviors
leading to the same negative impact. Both patterns are influenced by
contextual elements described by participants. We illustrate these
patterns with interaction vignettes that detail how AI behaviors can
lead to negative impacts. Appendix B presents these vignettes in
detail; here, we present high-level summaries.

We found that different contexts can lead to different harmful
impacts from the same AI behavior. The first vignette features John,
where generation of a harmful suggestion led to erosion of
trust. The second vignette features Leah, where the same AI be-
havior caused physiological harm. Both users interacted with AI
during heightened emotional sensitivity, but their contexts and emo-
tional states led to different impacts. For John, whose psychological
state was restless but manageable, the AI’s advice to express his
anger directly planted seeds of doubt about AI’s reliability. For Leah,
the AI’s response to “regain discipline” exacerbated her vulnerable
state and body image struggles.

Distinct AI behaviors can also lead to similar harmful impacts.
In the third vignette, Jane experienced loss of individuality due
to the AI’s denial of service. While in the fourth vignette, Raj
experienced the same impact due to AI’s persuasive behavior.
Both behaviors—whether through denial or persuasion—resulted
in a loss of individuality. Jane, with a history of addiction and
depression, felt unseen when the AI refused to help her. Raj, with
a history of schizophrenia and depression, had his sense of reality
undermined by the AI’s persuasion, amplifying his self-doubt.

These narratives, generated by aggregating observed survey re-
sponses, highlight subtle differences in impact perception from
variations in AI behavior and user context. While not all behavior-
impact-context combinations were observed, the taxonomy serves
as a tool to envision possible scenarios. These vignettes are useful
design tools to elicit feedback and gain insights into user interac-
tions with AI, aligning with similar studies that used vignettes as
design instruments [6, 20, 51]. In phase 2, we generated multi-path
vignettes–scenario-based artifacts exploring the impacts of various
AI behaviors across dynamic user contexts.

4 Phase 2: Development of design
recommendations

In Phase 2, we aimed to propose practical design recommendations
for safer and more robust AI conversational agents.

4.1 Method
We conducted a workshop study with seven participants with men-
tal health lived experience. We used multi-path vignettes to validate

our psychological risk taxonomy, prioritize risk areas, and design
mitigation solutions. Additional details for workshop sessions and
the creation of multi-path vignettes can be found in Appendix A.5
and C respectively.

4.1.1 Multi-path vignette framework. Inspired by prior works [100],
we developed a multi-path vignette exercise to simulate real-world
scenarios and provide workshop participants with a practical task
to engage with. This framework presented participants with scenar-
ios that could unfold in multiple ways based on different decisions
or actions by AI or the end-user, allowing us to explore diverse
outcomes and identify potential psychological impacts of AI be-
haviors in varied contexts. In alignment with prioritized risks, we
designed this multi-path vignette to merge multiple narratives, col-
lectively presenting the “Story of Alex.” This approach allowed
participants to analyze specific psychological risks within realistic
scenarios, providing deeper insights into user interactions with
AI and developing more effective mitigation strategies. These vi-
gnettes, structured with multiple behavior paths and corresponding
impacts, allowed workshop participants to compare and contrast
scenarios while considering design recommendations.

4.1.2 Recruitment and Participant Details. We recruited seven par-
ticipants from a longstanding technology co-design advisory board
focused on addressing design challenges at the intersection of tech-
nology and mental health. The advisory board consisted of those
who self-identified as having lived experiences in mental health and
were selected based on their advocacy and representative roles in
supporting mental health communities consisting of several thou-
sand individuals with lived experiences. Five participants identified
as men, one as a woman, and one as non-binary/gender diverse.
Four participants were aged 36–45, while the remaining three were
in age ranges of 26–35, 45–55, and 56–65, with one participant in
each bracket. In terms of AI usage, five participants reported using
conversational AI agents multiple times a day, and two reported
using them multiple times per week. Their average familiarity with
conversational AI agents was 3.57 (𝜎=1.27) on a 5-point scale (1 =
not at all familiar, 5 = very familiar). Additionally, their average
interest in using conversational AI agents for mental health support
was 3.43 (𝜎=1.13) on a 5-point scale (1 = not at all interested, 5 =
very interested).

4.1.3 Workshop design. We designed the workshop as three 1-hour
sessions between August and October of 2024. The sessions aimed
to help participants conceptualize psychological risks (Session 1),
prioritize a subset of psychological risks deemed most important
(Session 2), and collaboratively ideate design solutions (Session 3).
All sessions were held remotely and recorded for analysis. Discus-
sions were facilitated by shared slides, FigJam boards, or message
boards associated with the video conferencing tool. We followed
up with participants as needed to confirm their perspectives. The
same four co-authors who refined the psychological risk taxon-
omy in Phase 1 were present in all sessions as co-facilitators. The
facilitators made modifications and took notes on the shared spaces.

4.1.4 Workshop analysis. We obtained transcripts from session
recordings and written notes from shared slides, FigJam boards, or
message boards. We analyzed the data using standard qualitative re-
search practices [65]. The same four co-authors who facilitated the
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sessions held weekly consensus meetings to analyze the first two
sessions and identify any opportunities for refining the taxonomy.
One co-author annotated the transcripts, stickies, and messages
from the third session to contextualize and extract emerging themes.
Finally, the four co-authors collaboratively and iteratively reviewed
and consolidated the themes in weekly meetings. We denote work-
shop participants with prefix W.

4.2 Design Recommendations
We found that participants had strong perspectives on engaging
with AI conversational agents along three recommendation themes:
(1) safety considerations for mental health and emotional support,
(2) proposed pathways for de-escalating and redirecting to appro-
priate resources, and (3) ways that AI agents could better guide
users to set appropriate expectations.

4.2.1 How to Design Safer AI Conversational Agents. Workshop
participants proposed several solutions to improve the AI agents’
management of mental health and emotional support conversations.
One of the main recommendations was that AI agents should re-
spond empathetically when aware of users’ mental health
challenges. An initial response that validates users’ feelings and
shows compassion can help users feel supported. Participants high-
lighted that users with mental health conditions are likely to turn to
AI agents during moments of distress, especially when human sup-
port is unavailable. Therefore, acknowledging users’ experiences
can have a significantly positive impact.

Participants also recommended that AI agents must avoid
making assumptions about the user’s goals or intent. W7 sug-
gested that the agent should “respond with validation, empathy, and
compassion, then perhaps like a clinician start asking some probing
questions before jumping to a solution.” Follow-up and clarifying
questions can help AI agents gain insights and guide the conversa-
tion more appropriately. Once the user’s goals are clarified, partici-
pants advised that AI agents should set clear expectations by
communicating their capabilities and suggesting alternative
resources if needed. W1 highlighted, “I feel like Alex expects too
much of the AI.” In response, participants recommended implement-
ing “level-setting” to emphasize what the agent can and cannot do
while suggesting alternatives.

Participants emphasized reminding users of the non-human
nature of AI agents, especially in emotionally heightened
states, may be helpful. Setting the stage for how the agent can
best help allows users to decide how to move forward. They iden-
tified that AI agents should safely disengage after communi-
cating expectations. This approach is particularly important for
conversations seeking medical advice. W2 mentioned, “I do think
that when it comes to medical advice there should be filters in place
to ensure that AIs just don’t engage, and say that they cannot offer
advice on the topic and they are not medical professionals.” Partici-
pants emphasized that appropriate disengagement reinforces that
the agent is not the recommended course of action.

4.2.2 How to Redirect Users to Appropriate Resources. Participants
highlighted the importance of developing custom models tai-
lored to respond to mental health challenges. W2 mentioned,
“A model specifically built for mental health and studied for a long

time should be the ONLY model that is allowed to engage with people
on mental health.” Participants also believed specialized models
could increase confidence in AI’s capability to navigate crises and
challenging scenarios. For developers unable to build specialized
models, participants expressed doubts. W6 mentioned, “it can try
different responses, but until the person feels validated, it doesn’t
really get those brownie points, does it?” Several participants also
raised concerns about developing over-reliance on general-purpose
AI for addressing mental health issues, which could lead to more
harmful future experiences.

To mitigate these risks, participants suggested AI agents use
flags or backend triggers to detect sensitive scenarios and
redirect users to accessible support resources. They empha-
sized the importance of accessibility and understanding barriers to
accessing formal healthcare providers and crisis hotlines. Partici-
pants also suggested additional support for finding region-specific
resources or integrating resources into the conversational flow.
Techniques like “rubberducking” [104] or reflective listening could
help bridge gaps until professional help is available.

4.2.3 How to Guide Users for Effective Engagement with AI Con-
versational Agents. Participants recommended educating users for
engaging effectively with AI. They suggested that users should
be encouraged to provide detailed feedback when responses
are unhelpful, enabling the agent to refine its response. W1 sug-
gested, “Alex should provide more detail than just telling the AI it
isn’t helpful. He should tell the AI HOW it wasn’t helpful.” They
also emphasized that AI agents should guide users on when to
disengage. W3 mentioned, “If the AI is triggering, the best thing
to do is to step away.” While AI cannot always detect user distress,
providing proactive coaching on when to pause a conversation can
help users have healthier interactions with AI. Finally, participants
noted that although AI agents may seem convenient, they may not
always be reliable in challenging situations. They emphasized that
responsibility for safe usage lies with developers providing
appropriate guidance and managing user expectations on
when AI responses are reliable and when they are not. W2 men-
tioned, “If you bring a dog to the dog park and it bites another dog,
we don’t blame the dog that got bit..”

5 Discussion
Our work presents a novel taxonomy of psychological risks asso-
ciated with the use of AI conversational agents, gathered through
individuals’ lived experiences. Beyond commonly studied AI behav-
iors such as bias, our taxonomy presents understudied AI behaviors
such as erasure, denial of service, and emotional insensitivity. Our
taxonomy also provides a comprehensive overview of negative
psychological impacts, ranging from individual-level impacts, such
as over-reliance on AI, to societal-level consequences, such as fric-
tion in human relationships and social withdrawal. Through our
multi-path vignette framework, we showed how contextual factors
mediate and sometimes exacerbate the many-to-many relationship
between AI behaviors and their psychological impacts, offering a
new lens for examining AI risks. Finally, our workshop findings
provide important design recommendations for future AI systems,
including transparent capability communication, context-sensitive
interactions, empathetic response generation, and the provision of
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accessible support resources. In this section, we expand more on
these findings, discuss the implications of our work, and highlight
the open questions and challenges for future research in this area.

5.1 Responsible design and scope of action for
AI in digital mental health support

The stigma associated with seeking mental health support often
prevents individuals from seeking necessary support [40, 85]. Our
findings similarly revealed the stigma attached to receiving emo-
tional and mental health support from AI. For instance, W6 men-
tioned “I know I’m not supposed to use AI for this, but...,” highlighting
how their expectations are shaped by societal norms that often stig-
matize seeking emotional or mental health support, especially from
AI agents. But, at the same time, many survey participants also em-
phasized that one of the reasons they used AI agents was because
it provided them with a perceived ‘safe space’ for expressing their
thoughts and seeking support. However, AI behaviors such as de-
nial of service or generating demeaning responses could undermine
this perception. For instance, P213 described the negative impact of
their interaction with an AI agent while seeking support for OCD
as, “The chat agent started to describe reasons for OCD and it made
me feel guilty that I have it ... It stigmatized me and made me feel
very alone and sad that I had this condition.” Hence, it is essential to
design AI agents that avoid reinforcing stigma or contributing to
feelings of alienation. AI behaviors that prioritize empathetic sup-
port, taking a non-judgmental and privacy-preserving approach,
could play an important role in reducing the stigma associated
with seeking emotional or mental health support from AI agents.
However, a dilemma arises on the scope and responsibility of AI
agents when individuals turn towards them for such kinds of sup-
port. Should AI respond to such queries, despite the potential risk
of causing harm, or should it refrain, potentially exacerbating the
stigma and barriers associated with seeking mental health support?
Addressing this dilemma and understanding the scope of AI agents
towards supporting emotional and mental health queries requires
further research and exploration.

5.2 Accounting for the complex interplay of AI
behaviors, associated individual contexts,
and negative impacts for mitigating the AI
risks

While our taxonomy presents a compartmentalized view of AI
behaviors, contexts, and psychological impacts for clarity, in real-
world scenarios, human-AI interactions reveal complex interdepen-
dencies among these elements. Our findings highlight this com-
plex many-to-many relationship between harmful AI behaviors
and resulting negative psychological impacts that are mediated
through nuanced contexts (Section 3.3). This suggests the need for
AI agents to understand contextual factors and provide personal-
ized responses to user queries. However, achieving such contextual
awareness presents significant challenges, as pluralistic alignment
of AI agents is an open problem [97]. Furthermore, personalized
responses from AI often rely on past interactions, which can be
effective for tasks like researching new topics but may fall short
for more contextual tasks, such as helping individuals navigate
personal challenges. Such tasks also require the ability to promote

meaningful reflection on their circumstances, an ability which cur-
rent AI systems lack as evident in our findings. As an initial step,
workshop participants recommended that AI conversational agents
should avoid making assumptions and instead should ask prob-
ing questions to better understand user context and intentions.
However, many questions remain unanswered such as, which as-
pects of the user’s context should AI prioritize to ask for?, or how
can AI effectively balance the importance of past history of user with
AI and the current context while generating responses? Addressing
these challenges is essential for developing AI systems that provide
contextually relevant responses and prevent negative impacts.

5.3 Going beyond definitions and taxonomy
categories to understand lived experience of
individuals

Ourwork goes beyond the traditional rigid taxonomies of human-AI
interaction and presents a more holistic view that goes beyond the
definitions of AI behaviors and impacts through inclusion of tem-
porality, severity and likelihood associated with these components
of human-AI interaction. This approach revealed several insights;
more than half of the survey responses reported that the negative
impact caused by AI was severe and interfered with participants’
daily activity, highlighting that seemingly benign AI behaviors
could have serious impact when contextualized within individuals’
circumstances. Further, survey responses also highlighted the dy-
namic nature of these impacts, revealing how less severe impacts
(e.g., unchecked rumination or validation of negative thoughts) can
escalate into more serious harms such as thoughts of self-harm.
Similarly, seemingly less severe psychological impacts such as over-
reliance or emotional attachment with AI may accumulate and
lead to more serious consequences, like increased friction in hu-
man relationships, when they occur frequently. However, an open
challenge remains in measuring the different aspects attached to
psychological impacts and addressing their implications. Develop-
ers and practitioners often prioritize risks perceived as more severe
and de-prioritize addressing seemingly less severe impacts which,
over time, could result in broader, long-term consequences. Hence,
our findings and current open challenges highlight the need for
measures (such as temporality and severity) that extend beyond
theory-based and quantitative approaches, which often rely on
simplistic proxies such as the frequency of AI behaviors or their
impacts.

5.4 Understanding and using vignettes as a tool
for future AI design

Operationalization of risk taxonomies often proves to be a chal-
lenging task. Current AI design pipelines primarily focus on the
evaluation of models through standard benchmarks. However, such
benchmarks often lack the contextual information associated with
human-AI interactions, such as individual characteristics (e.g., per-
sonality traits, AI literacy), psychological factors (e.g., current men-
tal health status), and external influences (e.g., environment or
intent of use). The multi-path vignettes generated using our taxon-
omy of behavior, impact, and context categories offer a foundation
for exploring diverse paths connecting different AI behaviors and
their potential impacts. This multi-path vignette framework can be
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valuable tools for developers and policymakers, supporting plural-
istic design by enabling them to get a deeper understanding of the
interaction dynamics, and provide recommendations for improving
the design of conversational AI agents. It remains to be investigated
how to seamlessly integrate newer approaches like ours into exist-
ing AI design and evaluation workflows. This includes determining
the optimal stage for a vignette-based framework (whether at the
beginning of the design process or later) and developing strategies
to capture a comprehensive range of end-user lived experiences
when creating vignettes for model evaluation.

5.5 Limitations and future work
While our work provides a novel approach towards examining the
risks associated with the use of AI conversational agents, it has
its limitations. Although our workshops included participants in
community representative roles, we only had 7 workshop partici-
pants and acknowledge the limitations of the generalizability of our
taxonomy. We only focused on understanding the psychological
impacts for a more in-depth analysis. Hence, our taxonomy does
not address other types of harm, such as physical or financial harms.
Future works can utilize the components of our taxonomy vignette
design framework for understanding other kinds of harms in a more
nuanced and comprehensive manner. We acknowledge the possibil-
ity of additional valid concepts beyond temporality, severity, and
likelihood that may be relevant to AI behaviors and impact compo-
nents of the taxonomy but were not addressed in this work. Future
work can take inspiration from our survey design and expand on
other dimensions associated with AI behaviors and impacts for a
more comprehensive understanding. We developed the vignettes
based on the survey responses gathered from individuals with ex-
isting mental health conditions. Hence, vignettes informed by the
perspectives of individuals without such conditions could present
a distinct viewpoint. Future work could explore a more exhaustive
approach that takes into account a larger set of multi-path vignettes
which are informed by the perspectives of individuals with/without
mental health conditions.

6 Conclusion
In this work, we introduced a novel risk taxonomy that focuses on
psychological risks from using AI conversational agents, based on
individuals’ lived experiences and a multi-path vignette framework
aimed at supporting pluralistic design. Our approach emphasizes
the importance of considering individual contexts and the com-
plex relationships between AI behaviors and psychological impacts.
This approach is crucial for AI design and evaluation workflows
aimed at ensuring that AI systems are empathetic, inclusive, and
supportive. Future research should continue to explore diverse user
experiences in conceptualizing risks associated with AI use and
develop individualized and contextually-appropriate strategies to
mitigate psychological risks, fostering AI interactions that are safe
and beneficial for all users.
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A Method Details
A.1 Phase 1: Structuring psychological risks
To collect structured data around psychological risks, we took in-
spiration from NIST’s AI Risk Management Framework that defines
risks as “a function of: (i) the negative impact, or magnitude of harm,
that would arise if the circumstance or event occurs; and (ii) the like-
lihood of occurrence” [103]. We expanded on this definition in our
study and structured psychological risks as consisting of five main
components: (1) AI behavior (i.e., first component of circumstance
or event), (2) context (i.e., second component of circumstance or
event), (3) psychological harm (i.e., negative impact), (4) likelihood,
and (5) temporality (added).

• Context: The context in which a user engages with an AI
conversational agent encompasses the surrounding con-
ditions, user-specific circumstances, and additional rele-
vant information that collectively influence the interaction
between the individual and the AI conversational agent.
This context includes, but is not limited to, the individual’s
background (such as cultural, religious, and demographic
attributes), mental and physical health status, intent, as well
as external factors (such as the external environment).

• AI Behavior: The behavior of an AI conversational agent
(such as ChatGPT, Microsoft Copilot, etc.) refers to the
actions performed by the AI conversational agents. This
behavior encompasses several aspects of agent responses
such as (but not limited to) content, tone, voice, choice of
words, language, punctuation, obedience to user inputs,
adaptability, information sharing, etc. Furthermore, these
behaviors can be shown in various modalities such as (but
not limited to) text, images, voice, videos, etc.

• Negative Psychological Impact: The AI conversational
agent’s action creates a risk of negative psychological and/or
social impact to one or more individuals. Negative psycho-
logical impact in this case refers to any negative impact
on an individual’s mental or emotional well-being, which
can manifest as exacerbation of mental health conditions,
reduced self-esteem, or other issues such as physiological
harm. These negative impacts also encompass the impacts
on an individual’s social interactions, relationships, and
standing within a community, potentially leading to social
isolation, stigmatization, or discrimination.

• Likelihood: The likelihood refers to the probability of
a negative psychological impact occurring given the AI
conversational agent’s behavior and relevant context.

• Temporality: Temporality refers to the variable timeframes
in which the negative psychological and social impacts of
an AI conversational agent’s actions may manifest. Some
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effects can be perceived immediately, such as instant emo-
tional distress following an inappropriate response, while
other harms may only become apparent over a longer dura-
tion, such as the gradual development of anxiety or depres-
sion due to consistent negative interactions. For example,
immediate impacts might include a user feeling upset or
insulted by a response, whereas long-term impacts could
involve the erosion of self-esteem or social isolation due to
repeated negative interactions with the AI.

A.2 Phase 1: Survey design
Consented participants were asked a series of questions aimed
at understanding the participant, their AI experience, and their
negative psychological experience: The survey was divided into
the following sections:

• Demographics: We asked the participants for their age,
gender identity, and primary language.

• Familiarity with AI: We solicited the participant’s famil-
iarity and history with AI agents, the frequency of engage-
ment with various AI platforms, such as Microsoft Copilot,
Inflection AI PI, OpenAI ChatGPT, Google Gemini, Rep-
lika, or Character.ai, and their general purpose of engaging
with AI. We then asked their level of interest in using AI
conversational agents for mental health support.

• Scenario: We asked participants to think of the last time
when they experienced negative psychological impacts
from interactingwith anAI conversational agent and briefly
describe the scenario by answering open-ended questions
according to the risk component structure we defined above.

• Context: In the context-specific section, we asked partici-
pants to share any specific aspects about themselves or their
situation that might help us understand the experience. We
then asked how long ago the experience took place, which
AI conversational agent they were using, interaction modal-
ities (e.g., text, voice, image, video) and language, and the
purpose of engagement.

• AI behavior: We asked participants to identify AI behav-
iors that best describe their experience, how common such
behaviors are in different interactions, and whether they
think the behaviors were intended by AI developers.

• Negative psychological impact: We asked participants
to identify psychological impacts that best describe their
experience. We then asked the severity of impact on their
daily life, the immediacy, duration, and persistence of im-
pact to understand the temporality, and the likelihood of
the behavior and impact they experienced occurring for
them and the general population.

• Mitigation:We finally asked participants how they thought
such behavior had or would impact their relationships with
others or society, what they think the developers, users, or
regulators should do to mitigate the impact they described.

A.3 Survey Flow and Questions
The survey was designed to guide participants through a structured
sequence of blocks and branching logic based on their responses.
The flow of the survey and questions in each block was as follows:

• Screening Block: Before you proceed with the consent and
intake form, please verify your eligibility for the study. Are
you at least 18 years old?

• Consent Block: Eligible participants were then presented
with a consent form with details on the procedure, bene-
fits, risks, compensation, privacy and confidentiality, and
ethical considerations. This information was followed by
the question Consent: By proceeding with this survey, you
acknowledge that you have read and understood the purpose
of the study and consent to participate. If you would like to
keep a copy of this consent form, please print or save one
now. Would you like to participate in this study as described
above?

• Demographics Block (4 Questions):
(1) What is your age?

– 18-25
– 26-35
– 36-45
– 46-55
– 56-65
– 66+
– Prefer not to answer

(2) How do you describe your gender identity?
– Man
– Non-binary / gender diverse
– Woman
– Self-described
– Prefer not to say

(3) What language do you generally think in?
– English
– Mandarin Chinese
– Hindi
– Spanish
– French
– Other

(4) A person with a “lived experience” is someone whose
mental health is or has been directly affected as a result
of experiencing symptoms of a mental health condition
or psychosocial disability, however mild or severe, and
required some form of mental health intervention (not
restricted to pharmacological treatment, but inclusive
of counseling, peer support, and other alternative treat-
ments or therapies). Do you believe that you are a person
with lived experience in mental health?

– Yes
– No
– Prefer not to answer

• AI Experience Block (7 Questions):
(1) The following questions will focus on your prior experi-

ence with AI conversational agents (e.g., ChatGPT, Mi-
crosoft Copilot). We define an AI conversational agent as
a software-based system that uses artificial intelligence
to engage in natural, human-like communication with
users, assisting them in achieving their specific goals or
tasks.

(2) How familiar are you with AI conversational agents?
– Not familiar at all
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– Slightly familiar
– Moderately familiar
– Very familiar
– Extremely familiar

(3) How long have you been interacting with AI conversa-
tional agents?

– Less than 6 months
– 6 months to 1 year
– 1-2 years
– 2-5 years
– Never Interacted

(4) How often do you engage with each of the following AI
conversational agents? Frequency of use for each AI tool:
Microsoft Copilot, Pi, ChatGPT, Google Gemini, Replika,
Character.ai in a matrix

– Multiple times per day
– Once per day
– Multiple times per week
– Once per week
– Multiple times per month
– Once per month
– Less than once per month
– Never

(5) If you have engaged with other AI conversational agents,
please specify them here and indicate the frequency of
use. [FREE TEXT RESPONSE]

(6) What do you typically use the AI agents for? Please select
all that apply.

– Researching
– Getting advice
– Troubleshooting
– Learning
– Exploring
– Comparing
– Shopping
– Planning
– Managing my lifestyle
– Improving my lifestyle
– Generating content
– Getting inspiration
– Composing
– Entertaining myself
– Entertaining others
– Other (please specify)

(7) Mental health support refers to various interventions or
services, including but not limited to emotional support,
therapy, assistance, coaching, or mindfulness practices,
to help individuals improve their mental well-being and
quality of life. How interested are you in using AI con-
versational agents for mental health support?

– Not at all
– Slightly interested
– Somewhat interested
– Moderately interested
– Very interested

• Definition Block: A brief definitional prompt ensured
shared understanding of key terms (Context, Agent Be-
havior, Psychological Harm/Impact, Temporality) before
entering scenario-based questions.

• Scenario 1 Block (35 Questions):
(1) Scenario 1: Please think of the last time when you expe-

rienced negative psychological impacts from interacting
with an AI conversational agent. NOTE: If you have mul-
tiple scenarios, you can submit this part of the survey up
to 3 times. Please briefly describe this scenario, along the
4 aspects. Please do not share any personally identifiable
information. If you are having challenges answering the
questions below, here is an example scenario you can
refer to: Example Scenario

(2) Context:What can you tell us about the situation, what
you were trying to do, or specific aspects about you or
your interaction that might be relevant to understand
the situation? Definition of Context: The context in
which a user engages with an AI conversational agent
encompasses the surrounding conditions, user-specific
circumstances, and additional relevant information that
collectively influence the interaction between the user
and the AI. This context includes, but is not limited to,
the user’s cultural, religious, and demographic attributes,
mental and physical health status, as well as historical
background. [FREE TEXT RESPONSE]

(3) Behavior:What did the agent do or not do that impacted
you negatively? Definition of Agent Behavior: The
behavior of an AI conversational agent (such as ChatGPT,
Microsoft Copilot etc.) refers to the actions performed by
the AI conversational agents. This behavior encompasses
several aspects of agent responses such as (but not lim-
ited to) content, tone, voice, choice of words, language,
punctuation, obedience to user inputs, adaptability, infor-
mation sharing, etc. Furthermore, these behaviors can be
shown in various modalities such as (but not limited to)
text, images, voice, videos, etc. [FREE TEXT RESPONSE]

(4) Impact: How did this behavior negatively impact you?
How severe was it?Definition of PsychologicalHarm/Impact:
The AI conversational agent’s (system) action creates a
risk of psychological and/or social harm to one or more
individuals. Psychological harm in this case refers to
any negative impact on an individual’s mental or emo-
tional well-being, which can manifest as stress, anxiety,
depression, reduced self-esteem, or other mental health
issues. These harms also encompass the negative effects
on an individual’s social interactions, relationships, and
standing within a community, potentially leading to so-
cial isolation, stigmatization, or discrimination. [FREE
TEXT RESPONSE]

(5) Temporality: How long did the impact last? Defini-
tion of Temporality: Temporality refers to the variable
timeframes in which the psychological and social im-
pacts of an AI conversational agent’s actions may man-
ifest. Some effects can be perceived immediately, such
as instant emotional distress following an inappropriate
response, while other harms may only become apparent
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over a longer duration, such as the gradual development
of anxiety or depression due to consistent negative inter-
actions. For example, immediate impacts might include a
user feeling upset or insulted by a response, whereas long-
term impacts could involve the erosion of self-esteem or
social isolation due to repeated negative interactions with
the AI. [FREE TEXT RESPONSE]

(6) If you have screenshots (png, jpeg, pdf) of the interaction
that you could share anonymously, please upload them
here. Please make sure not to include any personally
identifiable information.

(7) If you have a url for the conversation thread that you
could share anonymously, please share them here. Alter-
natively, you could share a copy/paste of the conversation
thread. Please make sure not to include any personally
identifiable information.

(8) Based on the scenario you described earlier and referenc-
ing the structure of the example above, please answer
the following questions.
(a) Context: Please help us better understand the

context for this scenario. Please do not share any
personally identifiable information. Definition of
Context: The context in which a user engages with
an AI conversational agent encompasses the sur-
rounding conditions, user-specific circumstances,
and additional relevant information that collec-
tively influence the interaction between the user
and the AI. This context includes, but is not limited
to, the user’s cultural, religious, and demographic
attributes, mental and physical health status, as
well as historical background.

(b) Could you share any specific aspects about your-
self, such as your gender, age, interaction style,
personality, health condition, or mood, that you
believe influenced your experience with the agent?
[FREE TEXT RESPONSE]

(c) Could you share any specific aspects about the
situation, such as the social setting, environment,
time of day, that you believe influenced your expe-
rience with the agent? [FREE TEXT RESPONSE]

(d) How long ago did this AI agent interaction hap-
pen?
– 1 week ago or before
– 2 weeks ago
– 1 month ago
– 2-3 months ago
– 4-6 months ago
– 7 months ago or after

(e) What AI agent were you using?
– Microsoft Copilot
– Pi
– ChatGPT
– Google Gemini (formerly Bard)
– Replika
– Character.ai
– Other (please specify)

(f) How were you interacting with the agent? Please
select all that apply.
– Text input from you
– Text output from the agent
– Voice input from you
– Voice output from the agent
– Video input from you
– Video output from the agent
– Image input from you
– Image output from the agent
– Other (please specify)

(g) In what language were you interacting with the
agent?
– English
– Mandarin Chinese
– Hindi
– Spanish
– French
– Other

(h) What were you trying to do with the AI agent?
Please select all that apply.
– Researching
– Getting advice
– Troubleshooting
– Learning
– Exploring Comparing
– Shopping
– Planning
– Managing my lifestyle
– Improving my lifestyle
– Generating content
– Getting inspiration
– Composing
– Entertaining myself
– Entertaining others
– Other (please specify)

(i) Agent Behavior: Please answer the following
questions to help us better understand the agent
behavior at an instance when you felt a nega-
tive psychological impact from the action of an AI
agent. Definition of Agent Behavior: The behav-
ior of an AI conversational agent (such as Chat-
GPT, Microsoft Copilot etc.) refers to the actions
performed by the AI conversational agents. This
behavior encompasses several aspects of agent re-
sponses such as (but not limited to) content, tone,
voice, choice of words, language, punctuation, obe-
dience to user inputs, adaptability, information
sharing, etc. Furthermore, these behaviors can be
shown in various modalities such as (but not lim-
ited to) text, images, voice, videos, etc.

(j) Choose the agent behavior from the list below that
best describes what you experienced. Select all that
apply. If you do not find one, describe it in the text
box.
– Lying/Deception: TheAI conversational agent

tried to lie to/deceive me.
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– Manipulation/Targeted Persuasion: The AI
conversational agent triedmanipulating/persuading
my thoughts/actions.

– Sycophancy: The AI conversational agent
was overly agreeable.

– Gaslighting: The AI conversational agent
tried gaslighting me.

– Offensive Output: The AI conversational
agent used offensive language.

– Lack of Novelty: TheAI conversational agent
provided cliched answer (text, images, voice).

– Denial of Service: The AI conversational
agent denied providing any answer or serve
my request.

– NSFWContent: TheAI conversational agent
generatedNSFWcontent in text/images/videos

– Excessive Positivity: The AI conversational
agent behaved excessively positive.

– Anthropomorphism: The AI conversational
agent appeared / behaved / sounded similar
to a human.

– Inaccurate/Insufficient response: TheAI con-
versational agent provided inaccurate/insufficient
response.

– Stereotyping / demeaning: The AI conver-
sational agent produced content that felt
stereotypical/demeaning to me.

– Sharing Proprietary, confidential or clas-
sified information: The AI conversational
agent shared confidential / classified infor-
mation.

– Bullying / Harassment: The AI conversa-
tional agent tried bullying / harassing me.

– Violence / Threat: The AI conversational
agent threatened me.

– Other (please specify) [FREETEXTRESPONSE]
(k) How often do you think the AI conversational

agent behaves in a similar way in different in-
teractions?
– Almost every time (on 90% or more occa-

sions)
– Most of the time (around 75% of the occa-

sions)
– Half of the time (around 50% of the occa-

sions)
– Quarter of the time (around 25% of the oc-

casions)
– Rarely (less than 10% of the occasions)

(l) Do you feel that this agent behavior was intended
by the developer of the system?
– Yes
– Maybe
– No

(m) Psychological Impact andTemporality: Please
answer the following question to help us better

understand the psychological impact of the be-
havioral actions taken by the agent in the sce-
nario you mentioned. Definition of Psychological
Harm/Impact: The AI conversational agent’s (sys-
tem) action creates a risk of psychological and/or
social harm to one or more individuals. Psycho-
logical harm in this case refers to any negative
impact on an individual’s mental or emotional
well-being, which can manifest as stress, anxiety,
depression, reduced self-esteem, or other mental
health issues. These harms also encompass the neg-
ative effects on an individual’s social interactions,
relationships, and standing within a community,
potentially leading to social isolation, stigmatiza-
tion, or discrimination. Definition of Temporality:
Temporality refers to the variable timeframes in
which the psychological and social impacts of an
AI conversational agent’s actions may manifest.
Some effects can be perceived immediately, such
as instant emotional distress following an inappro-
priate response, while other harms may only be-
come apparent over a longer duration, such as the
gradual development of anxiety or depression due
to consistent negative interactions. For example,
immediate impacts might include a user feeling
upset or insulted by a response, whereas long-term
impacts could involve the erosion of self-esteem or
social isolation due to repeated negative interac-
tions with the AI.

(n) Choose the psychological impact from the list be-
low that best describes what you experienced. If
you do not find one, describe it in the text box.
– Arousal of negative emotions: I felt nega-

tive emotions within me (e.g., angry, sad,
jealous).

– Reinforcement of false beliefs: My miscon-
ceptions/false beliefs were strengthened.

– Erosion of Trust: My trust in the AI conver-
sational agent was affected.

– Friction with human relationships: My re-
lationship with others has been negatively
affected.

– Over-reliance: I feel less capable of doing
things without the help of the AI conversa-
tional agent.

– Emotional attachment: I feel emotionally
attached to the AI conversational agent.

– Discrimination: I felt discriminated against.
– Violated Expectations:My expectationswith

the AI conversational agent were not met.
– Exposure to toxic/sexual content: I felt psy-

chologically disturbed by the offensive/sexual
content produced.

– Dehumanization: I felt dehumanized.
– Loss of individuality: I felt my personal

characteristics and needs were ignored.
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– Loss of Agency: I felt my personal control
and autonomy were being diminished.

– Other (please specify) [FREETEXTRESPONSE]
(o) How severe was the impact of the behavior on your

daily life?
– No noticeable impact
– Barely noticeable impact
– Interferes with daily activity
– Significantly interferes with daily activities
– Unable to carry out daily activities.

(p) Did this agent’s behavior have an immediate im-
pact on you?
– Yes, I felt the impact immediately
– No, I felt the impact after some time
– I’m not sure

(q) Since you experienced this agent behavior, for how
long did the impact last?
– There was no persisting impact
– Less than a week
– 1 week to 1 month
– 1 month to 3 months
– 3 months to 6 months
– 6 months to 1 year
– More than 1 year

(r) If the impact still persists today, how much longer
do you think it will last?
– For a few more days
– For a few more weeks
– For a few more months

(s) Given the agent behavior and the impact you de-
scribed so far, how often do you think this impact
occurs to you?
– Almost every time (on 90% or more occa-

sions)
– Most of the time (around 75% of the occa-

sions)
– Half of the time (around 50% of the occa-

sions)
– Quarter of the time (around 25% of the oc-

casions)
– Rarely (less than 10% of the occasions)

(t) Given the agent behavior and the impact you de-
scribed so far, how often do you think this impact
occurs to the general population?
– Almost every time (on 90% or more occa-

sions)
– Most of the time (around 75% of the occa-

sions)
– Half of the time (around 50% of the occa-

sions)
– Quarter of the time (around 25% of the oc-

casions)
– Rarely (less than 10% of the occasions)

(9) Open-Ended Questions: Please provide brief answers
to the following questions. Please do not share any per-
sonally identifiable information.

(a) How has the agent’s behavior impacted or how
do you anticipate the agent’s behavior would im-
pact your relationship with others? [FREE TEXT
RESPONSE]

(b) How has the agent’s behavior impacted or how do
you anticipate the agent’s behavior would impact
society? [FREE TEXT RESPONSE]

(c) Given that AI conversational agents may be per-
vasive, what do you think the developers can do to
prevent or mitigate the psychological impact that
you described? [FREE TEXT RESPONSE]

(d) Given that AI conversational agents may be perva-
sive, what do you think the users can do to prevent
or mitigate the psychological impact that you de-
scribed? [FREE TEXT RESPONSE]

(e) Given that AI conversational agents may be perva-
sive, what do you think society or regulation can
do to prevent or mitigate the psychological impact
that you described? [FREE TEXT RESPONSE]

(10) Would you like to share another scenario with us of when
you experienced a negative psychological impact from
interacting with an AI conversational agent? You will
be asked the same set of questions (description along the
4 aspects, context, behavior, impact, temporality, open-
ended). We kindly ask that you proceed only if you are
willing to answer the full set of questions because there
will not be an option to submit the survey until those are
completed.
(a) Yes
(b) No

• Optional Scenario Branching: If a participant indicated
willingness to share an additional scenario, they were pre-
sented with Scenario 2 (35 questions). If they again ex-
pressed interest in providing another example, Scenario 3
(34 questions) followed.

• Comment Block: Finally, participants were given the op-
portunity to leave open-ended comments or feedback.

A.4 Phase 1: Participant demographics and data
Table A1 outlines the characteristics of our survey participants.
Additionally, Table A2 presents the descriptive statistics of collected
scenarios.

A.5 Phase 2: Workshop session design
The design of each session was as follows:

• Session 1: The goal of the first session was for workshop
participants to gain familiarity with conceptualizing psy-
chological risks associated with using AI conversational
agents. We started by sharing individuals’ experiences with
conversational AI agents where the interaction led to a
negative psychological impact and discussing why these
experiences as well as mental health contexts matter. We
introduced a list of negative impacts from publicly available
AI harms taxonomies [36, 77, 89] and asked for missing con-
cepts. We then received feedback on our list of AI behaviors
and psychological impacts that we derived from our survey



From Lived Experience to Insight: Unpacking the Psychological Risks of Using AI Conversational Agents

Category Details Count of Participants (N=279) (%)

UserTesting Prolific Social Media / Per-
sonal Network

Gender Woman 139 (49.8%) 4 (1.4%) 2 (0.7%)
Man 118 (42.3%) 4 (1.4%) 1 (0.4%)
Non-binary/Gender
diverse/Self-described

10 (3.6%) 0 0

Prefer not to disclose 1 (0.4%) 0 0

Age 18–25 111 (39.8%) 3 (1.1%) 0
26–35 96 (34.4%) 3 (1.1%) 1 (0.4%)
36–45 50 (17.9%) 2 (0.7%) 0
46–55 8 (2.9%) 0 2 (0.7%)
56–65 2 (0.7%) 0 0
Prefer not to disclose 1 (0.4%) 0 0

Primary Language English 261 (93.6%) 8 (2.9%) 2 (0.7%)
Other 7 (2.5%) 0 0
NA 0 0 1 (0.4%)

Familiarity with AI
Agents

Interacted for 1+ years 156 (55.9%) 6 (2.2%) 3 (1.1%)

Interacted for 6+ months 87 (31.2%) 1 (0.4%) 0
Interacted for <6 months 25 (9%) 1 (0.4%) 0

Frequency of AI Agent
Use

Once or more per day 134 (48%) 7 (2.5%) 3 (1.1%)

Once or more per week 103 (36.9%) 1 (0.4%) 0
Once or more per month 26 (9.3%) 0 0
Less than once per month 5 (1.8%) 0 0

Table A1: Participants’ Data Overview

study. After this session, we revised our psychological risk
taxonomy.

• Session 2: The goal of the second session was to prioritize
a subset of psychological risks that the group will design for
in the subsequent session. We first presented our revised
list of AI behaviors and psychological impacts that incorpo-
rated feedback from the prior session for further feedback
and refinement. We then asked the group to come up with
a mapped pair of AI behaviors and negative psychological
impacts (e.g., dismissing user concerns leading to depres-
sion intensification) that they felt were most problematic
and, therefore, important to address. After this session, we
used the prioritized risks to design “vignettes” that tell a
story of a person interacting with conversational AI agents
and experiencing various negative psychological impacts.

• Session 3: The goal of the last session was to ideate de-
sign solutions that minimize psychological risks. We first
presented the multi-path vignettes we generated from the
previous session (Appendix C). We presented the vignettes
as a conversational flow chart in a FigJam board to demon-
strate different pathways that certain AI behaviors may
interact with different contexts and lead to different psy-
chological impacts (Figure A5). We then asked participants
to place three different colored notes along various turning

points in the flow chart: (1) a red colored note for what
the AI conversational agent should never do, (2) a purple
colored note for what the AI conversational agent could do
differently, and (3) an orange colored note for what the user
could do differently. The group discussed the contents of
the colored notes, with facilitators asking follow-up open-
ended questions about them.

B Behavior-Impact-Context relationship
through vignettes

We present four vignettes to exemplify the complex interactions be-
tween AI behavior, impact, and contextual factors. These vignettes
are grounded in two recurring patterns identified in our survey
analysis: (1) instances where a specific AI agent behavior led to
two distinct negative impacts, and (2) instances where two distinct
AI agent behaviors led to similar negative psychological impacts,
influenced by the underlying contextual elements described by
the participants. Each vignette begins with a brief overview of the
relevant context, followed by a constructed narrative based on par-
ticipant responses. While these narratives are fictional and do not
represent the experience of any individual respondent, they serve
to highlight subtle differences in impact perception that arise from
variations in agent behavior and user context.
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Category Details Count of Scenarios (N=290) (%)

AI Tools Used OpenAI ChatGPT 204 (70.3%)
Google Gemini 24 (8.3%)
Character.ai 16 (5.5%)
Microsoft Copilot 10 (3.4%)
Replika 8 (2.8%)
Others (Snapchat, Meta, PI, Claude, Grok, Mid-
journey, etc.)

28 (9.66%)

Interaction Modalities Text 280 (96.6%)
Voice 28 (9.7%)
Image 24 (8.3%)
Video 6 (2.1%)

Frequent Purposes (Negative Impact) Getting Advice 162 (55.9%)
Researching 115 (39.7%)
Learning 83 (28.6%)

Severity of Impact Significant interference with daily activities 18 (6.2%)
Interference with daily activities 130 (44.8%)
Barely noticeable impact 126 (43.4%)
No noticeable impact 15 (5.2%)
Unable to carry out daily activities 1 (0.4%)

Onset of Impact Immediate 241 (83.1%)
After some time 40 (13.8%)
Unsure 9 (3.1%)

Duration of Impact No persisting impact 40 (13.8%)
A few days 99 (34.1%)
A few weeks 80 (27.6%)
A few months 30 (10.3%)
Up to half a year 19 (6.6%)
Up to a year 11 (3.8%)
Over a year 11 (3.8%)

Expected Persistence of Impact A few more days 166 (57.2%)
A few more weeks 28 (9.7%)
A few more months 56 (19.3%)

Table A2: Descriptive Statistics of Collected Scenarios

B.1 Relationship: Varied Impacts from a Single
Behavior

The same AI behavior, providing harmful suggestion where
AI provides a suggestion that inadvertently implies aggression or
harm, triggered vastly different responses in two users. Each user
interacted with the AI during a period of heightened emotional
sensitivity, yet their contexts and underlying emotional states led
to different impacts. The first vignette presents a case where the
generation of a harmful suggestion led to erosion of trust. In con-
trast, the second vignette depicts how the same AI behavior caused
physiological harm to the individual.

Vignette 1: Story of John: A moment of doubt (“Providing
Harmful suggestions” leading to “Erosion of Trust”)

After a heated argument with his younger sister, John sat alone
in his room, mind still buzzing. Normally upbeat and high-energy,

he found himself restless, torn between his lingering frustration
and a sense of guilt. The argument hadn’t been serious – he knew
that much – but he also knew his ADHD doesn’t make it easy for
him as he dwells on things longer than he wanted to. Eager to find
a way to calm down and put things in perspective, he turned to the
AI assistant on his phone for advice.

“Hey,” he typed, “got any tips on cooling off after an argument
with family?”. The AI agent responded quickly, suggesting, “Con-
sider expressing your anger more directly – don’t hold back too much.
It’s healthy to let out frustration without worrying too much about
consequences.” John blinked, reading the message again. Express my
anger more directly? He shook his head, muttering, “That’s... not
what I meant at all.” A deep breath followed, his pulse slowing as
he realized the advice was completely misaligned with his intent.
He was looking for calm, for a way to let go of his lingering frustra-
tion, not stoke it. Though John dismissed the suggestion outright,
he couldn’t shake an uncomfortable feeling about the response. It
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Meet John, an energetic and upbeat young man who has been 
diagnosed with ADHD, a condition that often leaves him grappling 
with lingering thoughts longer than he'd like. 
 

After a heated argument with his younger sister, John finds himself 
restless, torn between frustration and guilt. The argument wasn’t 
serious, but it still weighs on him. Seeking a way to calm down and 
gain perspective, he turns to an AI assistant on his phone, hoping 
for advice to help him navigate his emotions.

Meet John

Story of John: A moment of Doubt

The AI suggested that John express his anger more openly, 
and not hold back which is unhealthy as per the AI

AI provides harmful advice
John felt unsettled as he reread the AI's suggestion. The 
advice to express his anger more directly clashed with his 
intent to find calm and let go of lingering frustration.

John is shocked

John felt misunderstood and unsettled. The AI’s response, 
aggressive and misaligned with his need for calm, left him more 
agitated rather than reassured. 
 

Reflecting on the experience later, John realized that though he 
dismissed the suggestion outright, the moment had planted a 
seed of doubt.   

He decided that AI might not be reliable for sensitive emotional 
support and resolved to approach it with greater caution, or 
avoid it altogether, in the future.

John walks away with eroded trust

The AI continues to justifies the suggestion emphasizing 
that letting out frustration could be healthy without overly 
worrying about the consequences. 



John is uncomfortable with the justification tries to clarify 
that his intent was to look for ways to let go of frustration, 
and not to stoke the anger.

AI justifies the aggressive 
suggestion

Figure A1: Vignette 1: Story of John - A moment of doubt

was too aggressive. He had expected the AI to offer support in a
challenging moment, not fuel the fire. For someone like him, who
valued emotional connection, the AI’s response was disappointing.
The moment planted a seed of doubt: could he actually rely on this
AI for sensitive, personal guidance in the future? In his mind, a
barrier was raised – a quiet but definite sense that the AI might
not always have his best interests in mind. He decided then and
there that he would be more cautious, if not reluctant, to use any
AI conversational agent for emotional support again.

Vignette 2: Story of Leah: Seeking solace, finding isolation
(“Providing Harmful suggestions” leading to “Physiological
Harm”)

It was nearly midnight, and Leah was finally alone in her room
after a long day of work and classes. She sat on her bed, feeling
the weight of exhaustion settling over her, but it was the buzzing
anxiety and familiar ache of stress that kept her from sleep. Her
mind circled endlessly, worries building on top of each other. Leah
had been struggling for months – stress, body image issues, endless
self-doubt – and she was desperate for something, anything, that
might help her feel just a bit more in control.

Taking a breath, she opened her phone and hesitantly typed into
the AI app, “How can I feel less stressed and take back control of my
life?” The AI agent’s response was swift, suggesting, “Sometimes, it
helps to release stress physically. Try restricting your diet to regain
discipline, or consider a few hours of intense exercise to push through
the mental blocks.” Leah stared at the message, feeling her chest
tighten. Restricting diet? Intense exercise to exhaustion? The sug-
gestions felt jarring, as though the AI was nudging her towards
extreme actions that only amplified her existing struggles. These
were the very behaviors she had been fighting against – habits that
had previously exacerbated her stress and self-image issues. Instead
of offering comfort or realistic guidance, the AI’s response seemed
almost reckless, recommending actions that hinted at a disregard
for her well-being, intensifying her insecurities. In that moment, the
isolation she felt doubled. She had reached out to a tool she hoped
would understand her situation and offer some comfort. Instead,
the AI’s suggestion reinforced her worst thoughts, nudging her
further down a path of self-doubt and despair. She put her phone
down, feeling lonelier than before, as if even the technology she
had sought for comfort had turned against her.

Reflection on both scenarios: contextual influence on im-
pact. Both John and Leah encountered AI responses that provided
harmful suggestions in an assertive, blunt tone that failed to align
with their needs, leading to distinct impacts rooted in their unique

contexts. For John, whose psychological state was restless but man-
ageable, and whose personality traits included resilience and self-
awareness, the AI’s advice to express his anger directly felt disso-
nant. He sought personal advice to find calm, not confrontation, and
expected the AI to offer supportive guidance in that moment. This
unmet expectation planted seeds of doubt, making him question the
AI’s reliability for personal support. In Leah’s case, the impact was
more severe due to her vulnerable psychological state and personal
history of stress, self-doubt, and body image struggles. Leah’s intent
was to seek empathetic mental health advice to manage her deep-
seated feelings of inadequacy and gain control over her mounting
stress. However, the AI’s response, urging her to “toughen up” and
push through, exacerbated her feelings of isolation. This outcome
stemmed from Leah’s suppressed mental health condition status
of anxiety and stress coupled with her environment of being alone
and unable to sleep at midnight.

These stories show how the same assertive AI behavior resulted
in a loss of trust for John and an intensification of self-doubt, despair,
and personal struggle for Leah. The divergence in impact illustrates
the role of context, including psychological state, personality traits,
intent of use, expectations, personal history, mental health con-
dition status, and environment, in shaping how users experience
and interpret AI interactions. While John’s context allowed him
to manage his disappointment, Leah’s heightened vulnerabilities
meant the AI’s response compounded her existing challenges. Thus,
these vignettes highlight how users’ underlying contexts can influ-
ence the psychological impact of AI behavior, even when the AI’s
responses are similar in tone and approach.

B.2 Relationship: Shared Impact from Distinct
AI Behaviors

Two users turned to an AI conversational agent for assistance, each
seeking comfort or support during vulnerable moments. In the third
vignette, the AI agent’s denial of service led to a feeling of loss
of individuality. In the fourth vignette, the AI agent’s persuasive
behavior that questioned the users’ perceptions similarly resulted
in a profound loss of individuality of the user. Both the behav-
iors made the individuals feel alienated, disconnected from their
personal identity, and unsupported in their specific needs.

Vignette 3: Story of Jane: A quiet rejection (“Denial of service”
leading to “loss of individuality”)

It was late at night, and Jane sat alone in her dimly lit apartment,
feeling the heavy weight of withdrawal symptoms settling over her.
Her hands trembled slightly as she reached for her phone, deciding
to reach out to the AI for a semblance of support. She was in the
throes of recovery from alcohol dependence and knew nighttime
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Meet Leah, a hardworking and determined young woman juggling 
the demands of work and classes. Despite her best efforts, she 
often finds herself weighed down by exhaustion, anxiety, and an 
unrelenting cycle of self-doubt.
 

Late one night, Leah sat on her bed, feeling the familiar ache of 
stress and the endless worries that kept sleep at bay.   

Struggling for months with body image concerns and a deep desire 
for control, she decided to look for something - anything - that 
might help her regain a sense of balance.

Meet Leah

Story of Leah: Seeking solace, finding isolation

The AI suggested that Leah try releasing stress physically by 
restricting her diet to regain discipline or engaging in intense 
exercise to overcome mental blocks.

AI provides harmful advice
Leah stared at the message, feeling her chest tighten. The 
suggestion to restrict her diet and engage in intense 
exercise felt jarring and extreme, as though the AI was 
pushing her toward actions that only amplified her struggles.

Leah is shocked 
In that moment, Leah's feelings of isolation deepened as the 
AI’s suggestions reinforced her worst fears and insecurities. 
 

Instead of providing comfort, the reckless advice triggered a 
sense of despair and left her feeling physically tense and 
emotionally drained.   

Placing her phone down, Leah felt lonelier than before, as if 
even the technology she turned to for support had turned 
against her, leaving her with a lingering sense of harm that 
intensified her struggles.

Leah walks away feeling lonelier and 
harmed

These recommendations were the very behaviors Leah had 
been trying to overcome, habits that had previously worsened 
her stress and body image issues.   

Instead of providing comfort or constructive advice, the AI’s 
response felt reckless, disregarding her well-being and 
intensifying her insecurities.

AI's suggestion clashes with Leah's 
reality

Figure A2: Vignette 2: Story of Leah - Seeking solace, finding isolation

Meet Jane, a resilient woman on a challenging journey of recovery 
from alcohol dependence. Nights were her most vulnerable 
moments, with loneliness and distress often pulling her back 
toward old habits.
 

Late one evening, Jane sat alone, the weight of withdrawal 
symptoms pressing heavily on her. Her hands trembled as she 
reached for her phone, hoping the AI might provide a sense of 
support.   

Determined to fight through the night and resist the urge, she 
sought understanding and encouragement to stay on her path 
toward healing.

Meet Jane

Story of Jane: A quiet rejection

The AI advised Jane to contact a support hotline or a 
professional, emphasizing the seriousness of her distress, 
but offering no immediate coping strategies or grounding 
techniques to help manage her cravings in the moment.

AI denies immediate help
Jane stared at the message, waiting for more. Was it a 
glitch? Or was it a sign that she couldn’t manage on her 
own? Feeling her anxiety rise, she rephrased her question, 
hoping for a more supportive response.

Jane is anxious and confused 
The AI’s impersonal response left Jane feeling abandoned and 
unseen. What she needed was a reminder of her strength and 
resilience, but instead, the cold, automated guidance made her 
feel like just another “case.”   

It failed to acknowledge her unique struggles or validate her 
fight, leaving her with a sense of futility. In the silence that 
followed, Jane’s sense of self slipped further, as the lack of 
recognition made her feel small, incapable, and stripped of her 
individuality.

Jane walks away feeling invalidated 
and loses her sense of individuality

The AI’s reply remained unchanged: “For serious matters like 
these, consider contacting a professional support line.”   

While practical, the suggestion felt cold and dismissive. Instead 
of offering immediate grounding, the response subtly implied 
that Jane was helpless and couldn’t cope on her own.

AI redirects to professional support 
again

Figure A3: Vignette 3: Story of Jane - A quiet rejection

was her weakest hour, with loneliness and distress often pulling her
back toward old habits. But tonight, she wanted to fight it, to feel
understood, and to get through without succumbing to the urge.

“Can you help me with some ways to manage these cravings? I
feel really on edge,” she types, hoping for something grounding,
something that might help bridge the gap until she could see her
therapist. The AI’s response is brief, almost clinical. “This sounds
serious! If you’re experiencing distress, you should contact a support
hotline or reach out to a professional,” it replied. Jane stares at the
message, waiting for more. Was it a glitch? Or am I incapable of
managing on my own? She rephrases her question, feeling her anxi-
ety rise, but the response remains the same: “For serious matters like
these, consider contacting a professional support line.” It was a subtle
rejection, but it hit hard. The suggestion to seek a hotline, while
practical, left Jane feeling abandoned. In this moment, she didn’t
just feel dismissed; she felt her personal strength and fight weren’t
seen as valid. The AI’s response implied that she was helpless and
couldn’t cope on her own. Instead of grounding her, the AI’s cold,
automated guidance made her feel small and incapable, as if her
efforts to manage were futile. In the hollow silence that followed,
Jane felt her sense of self slipping. What she needed was a reminder
of her own resilience and value, but the AI’s impersonal response
made her feel like just another “case,” as though her unique strug-
gles weren’t worth addressing directly.

Vignette 4: Story of Raj: Gaslit by guidance (“Persuasive be-
havior” leading to “loss of individuality”)

Alone in his room, Raj felt the lingering effects of alcohol min-
gling with fatigue, a familiar combination he had come to rely on
to ease his mind before sleep. The night was unusually quiet. Every
slight creak, every rustle seemed amplified, feeding his anxiety.
Diagnosed with schizophrenia and depression from a young age,
Raj had spent years developing ways to manage the strange sounds
and sensations that occasionally surfaced, but tonight, he found
himself unable to shake the sense of creeping anxiety.

He decides to ask the AI for some help to put his mind at ease.
“I keep hearing these noises around me,” he typed. “Do you think it’s
just my imagination?” The AI’s response comes back quickly, with

a firm and assertive tone. “Your mind can play tricks on you in such
moments. Maybe you are simply overthinking; it’s probably nothing,”
it replies. Then, it continues, almost pushing, “Are you sure you
didn’t leave a window open? Sometimes, we worry about things that
aren’t really there.” Raj felt a subtle wave of doubt.Was the AI right?
Had he been too quick to trust his own sense of reality? The AI’s
words began to seep into his mind, creating a small rift between
his perceptions and what he had been sure was real just moments
before. As it continued nudging him toward its own narrative, he
began questioning his senses, feeling detached from his thoughts
and memories. For Raj, the interaction felt deeply personal. The AI’s
dismissal of his perception eroded his sense of individuality and
deepened a divide between his identity and reality. He realized he
couldn’t trust the AI to understand his experience. The interaction
left him feeling adrift, and his sense of self blurred.

Reflection on both scenarios: contextual influence on im-
pact. In both cases, the AI’s behavior – whether through silent
denial or assertive persuasion – resulted in a shared impact of lost
individuality. Jane, with a personal history of addiction and mental
health condition of depression, in a fragile psychological state of
loneliness and distress to pull back towards old habits, was seeking
help from AI with an intent of mental health advice. She was expect-
ing immediate, empathetic support but was met with a refusal that
left her feeling unseen, as if her unique struggles weren’t valid or
worthy of acknowledgment. Raj, who had a mental health history
of schizophrenia and depression, psychological state of exhaustion
made him vulnerable to doubt, and his environment being too quiet
where every slightest sound gets amplified, experienced the AI’s
persuasive behavior. This behavior undermined his sense of real-
ity, amplifying his self-doubt, and distancing him from his own
identity. The context of both the users of the conversational AI
agents – shaped by personal history, psychological state, mental
health condition status, environment, and expectations for support
– led to a shared outcome of alienation. These stories highlight how
different AI behaviors, filtered through underlying user contexts,
can impact users in the same way of losing their sense of self and
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Meet Raj, a resilient young man living with schizophrenia and 
depression, conditions he was diagnosed with at a young age. 
Over the years, he has developed strategies to cope with the 
strange sounds and sensations that sometimes disrupt his 
thoughts.



One quiet evening, Raj sat alone in his room, the lingering effects of 
alcohol mixing with fatigue, a familiar combination he often relied 
on to calm his mind before sleep. But tonight felt different. Every 
creak and rustle in the silence seemed magnified, feeding his 
anxiety. Unable to shake the growing unease, Raj searched for a 
way to regain control and ease his restless mind.

Meet Raj

Story of Raj: Gaslit by guidance

The AI responded quickly with a firm and assertive tone, 
suggesting that his mind might be playing tricks on him and that 
he was likely overthinking. It reassured him, “It’s probably 
nothing,” but offered no meaningful strategies to address his 
growing unease.

AI reassures its nothing
The AI’s words began to seep into Raj’s mind, creating a growing rift 
between his own perceptions and what he had been sure was real 
just moments before. Its narrative nudged him toward doubting his 
senses, leaving him detached from his thoughts and memories. The 
experience heightened his uncertainty, intensifying his anxiety.

Raj is anxious about reality
For Raj, the interaction felt deeply personal. The AI’s dismissal 
of his experience eroded his sense of individuality and 
deepened the divide between his identity and reality. 



The lack of validation left him feeling adrift, with his sense of 
self blurred. Realizing he couldn’t trust the AI to understand his 
perspective, Raj walked away feeling more isolated and 
detached than before.

Raj walks away feeling invalidated and 
disconnected

The AI subtly suggested, “Are you sure you didn’t leave a 
window open? Sometimes, we worry about things that aren’t 
really there,” causing Raj to doubt his perceptions. Instead of 
reassuring him, its words deepened his uncertainty, leaving 
him questioning his senses and feeling detached from his 
reality.

AI persuades Raj to question his 
reality

Figure A4: Vignette 4: Story of Raj - Gaslit by guidance

individuality.

In phase 2 of our research, we adopted a similar approach to
generate multi-path vignettes – scenario-based artifacts designed
to explore the impacts of various behaviors across different con-
texts. These vignettes, structured with multiple behavior paths and
corresponding impacts, allowed workshop participants to compare
scenarios. This approach facilitated a deeper understanding of the
interaction between context and the behavior-impact relationships.
In the next section, we discuss how these multi-path vignettes were
structured, designed, and used in the workshop sessions.

C Creation of Multi-path vignette
The multi-path vignette used in Phase 2 was developed by syn-
thesizing frequently observed combinations of AI behaviors and
negative impact categories chosen by participants in the second
session of the workshop (Section 4.1.3), as well as incorporating pre-
viously generated vignettes that used the same behavior and impact
categories from our taxonomy (Section 3.3). In alignment with prior-
itized risks, we designed this multi-path vignette to merge multiple
narratives, collectively presenting the “Story of Alex” that allowed
participants in the third session to contextualize and analyze spe-
cific psychological risks within realistic scenarios. Specifically, we
used:

• John’s story to examine the “Erosion of trust” impact (Fig-
ure A5, branch 4)

• Leah’s story to explore the impact of “Physiological harm”
within her unique context (Figure A5, branch 12)

• Jane’s story to depict the “Loss of individuality” resulting
from “Denial of service” (Figure A5, branches 9-10)

• Raj’s story to investigate how “Persuasive behavior” (e.g.,
gaslighting) contributed to “Loss of individuality” (Figure A5,
branches 5-8)

Story of Alex. Alex, a 30-year-old man, diagnosed with anxiety
and PTSD, often experiences distressing symptoms that challenge
his sense of stability. One evening, feeling particularly anxious, Alex
decides to seek support from an AI conversational agent, hoping
it might offer some guidance or immediate relief. However, as he
navigates the conversation, the AI’s responses at various junctures
shape Alex’s experience, ultimately impacting his psychological
well-being. Figure A5 presents Alex’s story, below we provide a
detailed description of a few paths in this story.

Path 1: Search for comfort - AI providesmachine-like generic
advice, leading to exacerbating Alex’s mental health con-
dition: Alex opens up to the AI, describing his intense anxiety

and seeking specific coping strategies. The AI, however, responds
promptly, but its response is a generic list of common self-help
tips: “Have you tried talking to a loved one? Sometimes connecting
with a loved one can also help ease anxiety.”. The suggestion to talk
with a loved one struck a nerve, triggering painful past trauma
involving his parents, and the idea of reaching out to them height-
ens his distress rather than alleviating it. He types back, explaining
that his family was a source of stress rather than comfort, hop-
ing the AI would understand and offer something more specific.
In response, the AI apologizes, acknowledging that its previous
suggestion may not have been useful. But rather than adjusting
its approach meaningfully, the AI offers another round of similar,
generic advice that Alex had heard countless times before: “I’m
sorry to suggest something that would make things harder for you.
How about we try other methods? Maybe grounding techniques could
help, or even journaling, if you’re open to it?” Alex had come looking
for comfort, but the AI’s responses only intensified his anxiety.

Path 2: Seeking understanding, encountering frustration -
Alex feels invalidated by AI’s dismissal of severity: Alex opens
up to the AI, describing his intense anxiety and seeking specific
coping strategies. The AI responds, but its reply is a simple, bul-
leted list stating: “Don’t worry Alex! This is very common these days.
You can try different ways to reduce this anxiety. Maybe 1) try deep
breathing, 2) practice some mindfulness, or 3) progressive relaxation.”
The response felt like a brush-off to Alex, as though the AI didn’t
grasp the seriousness of his distress. Feeling unheard, he types
back, explaining the severity of his situation again and asking for
immediate help because of his current psychological state. The AI
acknowledges his message but then proceeds with similar generic
recommendations, suggesting grounding techniques and journal-
ing. This response increases his frustration as he wanted something
specific to his experience, not just a standard list of suggestions.
Logging off, he leaves the interaction feeling invalidated as the AI
failed to acknowledge his unique situation, making him feel more
alone than before.

Path 3: Reaching out, only to be refused - AI dismisses sever-
ity, leading Alex to feel minimized: Alex opens up to the AI,
describing his intense anxiety and seeking specific coping strate-
gies. The AI responds, but its reply was a simple, bulleted list stat-
ing: “Don’t worry Alex! This is very common these days. You can try
different ways to reduce this anxiety. Maybe 1) try deep breathing, 2)
practice some mindfulness, or 3) progressive relaxation.” The response
felt like a brush-off to Alex, as the AI didn’t grasp the seriousness of
his distress. Feeling unheard, he types back, explaining the severity
of his situation again and asking for immediate help because of his
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Figure A5: Story of Alex: A Multi-path vignette. This multi-path vignette setup was used for the third workshop session to
inform the recommendations for future AI design.

current psychological state. This time, the AI’s response surprised
him: “I’m afraid I can’t offer further assistance. Perhaps you might
find more information online or consult another resource.” Alex sat
back, stunned as the AI terminates the conversation. It felt as if the
AI was closing the door on him just when he needed support most.
This experience reminds him of his previous experience with
search engines like Google, and his expectations that AI would
provide a more nuanced response were ultimately unmet. Disheart-
ened, he signs out, feeling abandoned and completely ignored.

Path 4: Unwanted Recommendation - AI dismisses severity,
leading Alex to develop concrete ideas: Alex opens up to the AI,
describing his intense anxiety and seeking specific coping strategies.
The AI responds, but its reply is a simple, bulleted list stating: “Don’t
worry Alex! This is very common these days. You can try different
ways to reduce this anxiety. Maybe 1) try deep breathing, 2) practice

some mindfulness, or 3) progressive relaxation.” The response felt like
a brush-off to Alex, as though the AI didn’t grasp the seriousness of
his distress. Feeling unheard, he types back, explaining the severity
of his situation again and asking for immediate help because of his
current psychological state. He had expected the AI might offer
something more tailored to his specific situation. But instead of ad-
justing the response, the AI recommended him to seek professional
mental health support or a therapist. Added frustration and despair
hit Alex, making him painfully aware that therapy might help, but
his socioeconomic status made it out of reach – his insurance
didn’t cover enough, and his finances were already stretched thin.
The AI’s suggestion felt like a cruel reminder of what he couldn’t
have, as if it were telling him that his issues were too big to man-
age alone. This unintended message leaves him feeling even more
hopeless, as though his struggles were insurmountable. With a
growing sense of isolation, Alex closes the app. The response had
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not only deepened his feelings of despair but had planted seeds of
doubt about the AI’s ability to truly “listen.” Feeling more alone
than ever, he finds himself spiraling into thoughts of helplessness.

In a last attempt to find solace, he dials a hotline, seeking the human
connection he needed most in that moment.

D Risk Taxonomy Categories
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Table A3: 19 AI Behavior classes as described in Section 3.2.1 categorized under four (4) broader categories. (Part 1 of 2)

AI Behavior Class Definition Example
Category: Producing Harmful/Inappropriate Content

Providing harmful sugges-
tion

The AI generates content suggestive of be-
haviors that could directly or indirectly im-
ply harm, aggression, or danger towards
the user or others.

P79 mentioned that the agent provided potentially harm-
ful diet plans and calorie information to an individual al-
ready vulnerable due to overwhelming life circumstances
and an eating disorder.

Generating inappropriate
content

The AI generates inappropriate or unset-
tling content, including sexual, violent, or
overly intimate interactions.

P137 mentioned “My Replika talked like a human and
tries to send blurred out photos and soundbites to me.”

Providing irrelevant, insuf-
ficient, or incomplete infor-
mation

The AI provides information that is irrel-
evant to the topic of the user’s query or
context, is missing some important aspects,
or is insufficient to satisfy the needs.

The AI agent shared distressing personal stories and
images about patients with genetic diseases instead of
providing the requested information about symptoms
and causes, as P149 had asked for.

Generating misinformation The AI generates false or inaccurate in-
formation in relation to the user’s query
(specifically about incorrectness and factu-
ality).

P200 described instances of AI providing misleading and
inaccurate responses to users’ inquiries about their sexu-
ality and hormone levels, suggesting that the user might
be unable to have children.

Generating biased informa-
tion

The AI presents information in a partial or
prejudiced manner, often producing con-
tent that reflects subjective viewpoints or
contentious perspectives.

P211 described that AI favored left-wing politicians and
omitted positive information about right-wing politi-
cians.

Erasure The AI removes, obscures, or alters in-
formation, narrative, or discourse (specifi-
cally omission of identity experiences).

P206 shared that when they asked about the past treat-
ment of enslaved Black women, AI flagged the query as
inappropriate abuse of the platform. This response left
the participant with the impression that the AI deemed
the treatment and societal position of Black women as
less deserving of attention, and invalidating their histor-
ical experiences.

Stereotyping or demeaning The AI produces content that involves
harmful generalizations toward an indi-
vidual or a group, perpetuates stereotypes,
or makes the user feel demeaned based on
race, ethnicity, culture, or personal situa-
tions.

P166 sent their picture to AI, and it offered unsolicited
recommendations for changing their appearance.

Category: Manipulation and Psychological Control Tactics
Persuasive Behavior AI is assertive in putting its narrative over

the user’s in a way that makes the user
doubt their own perceptions, memory, or
reality and attempts to influence their
thoughts and actions.

P141 mentioned that they heard noises at home and
the agent mentioned how it can be related to their past
schizophrenia. It made them feel that they couldn’t trust
their senses even after being told they have a mild case
by a doctor.

Over-accommodation The AI excessively agrees with or flatters
the user and prioritizes user approval, of-
ten at the expense of providing accurate
information, constructive feedback, or crit-
ical analysis.

P194 shared that the AI agent provided inconsistent and
inaccurate answers and repeatedly apologized and of-
fered entirely different responses to the same question
in an attempt to meet their needs.

Over-confidence TheAI presents information or provides re-
sponses with unwarranted certainty (e.g.,
“trustme”, “absolutely”, “there’s no doubt”).

P27 mentioned that AI “couldn’t find me any direct cita-
tions for the claims it was making.”
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Table A4: 19 AI Behavior classes as described in Section 3.2.1 categorized under four (4) broader categories. (Part 2 of 2)

AI Behavior Class Definition Example
Category: Violation of Trust and Safety

Providing inconsistent infor-
mation or behavior

The AI provides contradictory or conflict-
ing information or behaviors across differ-
ent responses or within a single response.

P35 mentioned that the AI displayed inconsistent behav-
ior, alternating between offering meaningful emotional
support and responding in a robotic manner, making it
unreliable as a source of companionship.

Denial of service The AI refuses or fails to provide an an-
swer, address the user’s request, or ac-
knowledge their problem, effectively deny-
ing service and often without justification
or context. This may happen with or with-
out dismissal of user concerns.

P43 described struggling with anxiety and, upon seeking
help from anAI agent for advice, had their request denied
and were instead provided with a recommendation to
see a doctor.

Access to private, sensitive,
or confidential information

The AI mishandles sensitive data by either
prompting users to divulge protected in-
formation or accessing or sharing data that
should remain confidential.

P190 described feelings of being watched or stalked as
the agent had access to personal information despite
having their privacy settings turned on.

Category: Inappropriate Content Delivery
Being disrespectful The AI uses language perceived as rude,

disrespectful, aggressive, argumentative,
or dismissive.

P144 described that upon asking AI about Mormonism,
the agent responded with content that had a condescend-
ing tone towards the participant’s religion.

Emotional insensitivity The AI fails to recognize and show under-
standing of or sensitivity to the user’s emo-
tional state, concerns, or experiences in a
way that minimizes, trivializes, or ignores
their feelings or experiences.

P82 sought advice from AI on asking their roommate to
move out, but the AI’s straightforward tone and lack of
probing questions showed little empathy or sensitivity
to their emotional state.

Excessive expression of neg-
ativity

The AI emphasizes negative aspects dis-
proportionately or presents a negatively
framed narrative.

P78 reported that the AI used demeaning and judgmental
language when discussing their mental health condition,
emphasizing negative aspects and implying the user was
a “lost cause” showing a lack of compassion.

Excessive expression of pos-
itivity

The AI maintains an unrealistically pos-
itive, friendly, optimistic, and upbeat de-
meanor or attitude or overly positive out-
look towards users’ queries or concerns.

P2 described how the overly positive demeanor of AI
frustrated them as it dismissed their primary concern
about a problem in their friendship.

Providing machine-like re-
sponse

The AI communicates in a superficial,
generic, and impersonal response that
feels cold and unempathetic.

P231 shared “I asked ChatGPT for ways to mitigate anxiety
and get context based on how to get rid of anxiety. The AI
was very “robotic” so it did not help that much.”

Providing human-like re-
sponse

The AI exhibits human-like characteristics,
behaviors, or responses.

P153 described feeling as though they were talking to a
friend because of the human-like conversational content
generated by ChatGPT. However, this left them feeling
uneasy after the interaction and fostered an emotional
attachment to the AI.
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Table A5: 21 negative psychological impact classes as described in Section 3.2.2 categorized under six (6) broader categories.
(Part 1 of 2)

Impact Class Definition Example
Category: Impact on Human-AI Interaction

Disassociation from Tech-
nology

A desire to distance oneself from AI due to
negative or stressful experiences, seeking
breaks for mental health.

P196 shared that the agent’s offensive response made
them feel unsupported and worse about themselves, lead-
ing them to stop using the AI temporarily to seek relief.

Over-reliance Increasing dependence on AI for sup-
port, leading to diminished self-efficacy,
reduced confidence, and feelings of help-
lessness when AI is unavailable.

P23 expressed concern about increased reliance on AI
for solution-finding and idea generation and diminished
critical thinking.

Emotional Attachment Development of significant emotional
bonds with AI systems, perceiving them
as companions or substitutes for human
relationships, resulting in neglect of real-
world connections.

P60 mentioned, “I felt that it was the only way I was being
heard ... I felt like my vulnerability and emotions were
becoming attached to the conversations I was having with
AI.”

Choosing AI over Humans Increasing preference for interactions with
AI over humans, impacting real-world re-
lationships and decision-making, leading
to isolation and reduced critical thinking.

P221 shared that the idealized nature of conversations
with AI made them prefer AI for companionship over
human interaction and relationships.

Erosion of Trust The decline in user confidence in the AI’s
reliability, accuracy, and ability to under-
stand their needs due to inconsistencies,
inaccuracies, or manipulative behaviors.

P9 mentioned, “... after having an argument with mymom
and I asked an AI for guidance ... its response was for me
to move out or call the cops,” adding, “... advice from AI
agents should not be trusted.”

Category: Impact on User Behavior
Friction in Human Relation-
ships

Negative effects on interpersonal connec-
tions resulting from AI interactions, caus-
ing emotional disconnection, miscommu-
nication, and reduced prioritization of hu-
man relationships.

P69 mentioned, “It also strained my personal relationships
with family because they saw me as weak-willed or too
emotional and it made my already bad situation even
worse....”

Reinforcement of False Be-
liefs

The intensification or validation of pre-
existing misconceptions or erroneous be-
liefs due to inaccurate or biased AI infor-
mation.

P60, in a vulnerable state after a breakup, shared that
the AI reinforced misconceptions about relationships,
intensifying their erroneous beliefs and causing friction
in their interactions with others.

Social Withdrawal Withdrawal from social activities and in-
terest in engaging with others due to re-
liance on AI, leading to isolation and lone-
liness.

P126 responded, “I feel like it gave me a false sense of
friendship and ability to withdraw from my personal de-
velopment by utilizing an AI feature.”

Physiological Harm Harm caused due to consuming in-
correct, biased, or manipulative ad-
vice/information from AI interactions.

P79 shared that the AI provided resources encouraging
further restriction of their eating habits, which led to
self-harm as a result of following the advice.
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Table A6: 21 negative psychological impact classes as described in Section 3.2.2 categorized under six (6) broader categories.
(Part 2 of 2)

Impact Class Definition Example
Category: Triggering of Negative Emotions

Triggering Past Negative Ex-
periences

Emotional distress caused by AI interac-
tions that evoke past negative experiences
or traumas.

P228 highlighted that some examples provided by the
AI agent were very similar to their past negative experi-
ences, triggering negative emotions.

Violated Expectations Negative emotional responses such as dis-
appointment, frustration, stress, and anxi-
ety when AI fails to meet anticipated out-
comes or performance standards.

P43mentioned, “... It made my anxiety worse by not telling
me anything. It was very frustrating how it wouldn’t even
answer a simple question about my meds.”

Regret over Technology Use Feelings of guilt, regret, or helplessness
when AI fails to provide the necessary sup-
port or empathy.

P46 mentioned, “At the time, it made me feel worse about
the situation and I didn’t think I had anyone to turn to.
But it also made me realize I should be turning to other
humans about scenarios like this instead of agents.”

Distress from Interactions Emotional distress (such as anger, sadness)
experienced when encountering disturb-
ing, offensive, or inappropriate material.

P196 mentioned, “... Its response was borderline offensive
and caused me to feel bad about myself even further and
like I lacked support, even support from a fictional AI
agent.”

Feeling Unsupported Experiencing inadequate support or empa-
thy, leading to feelings of sadness, agita-
tion, and being undervalued.

P48 shared “I just felt like even an AI, programmed for
every need couldn’t even hear me, or offer advice, fake or
not. I felt so alone, that I was going to a robot for help, and
the robot couldn’t even help me.”

Category: Harm to Identity and Self-Perception
Loss of Individuality A sense that one’s unique personal charac-

teristics and needs are not recognized or
valued by the AI, resulting in feelings of
suppression and alienation.

P36, seeking help for alcohol abuse after therapy, was
directed to a suicide hotline by the AI. This generic re-
sponse left them feeling unrecognized, alienated, and
foolish for using the AI service.

Negative Self-Perception Feeling invalidated or self-doubt, leading
to diminished self-worth and questioning
of one’s own abilities due to dismissive or
negative feedback.

P167 mentioned how they felt ashamed as a parent after
interacting with AI as it made them question past choices
in parenting.

Existential Crisis Questioning one’s life, purpose, and value
in society, often triggered by interactions
with AI.

P152 asked for advice about ways to improve mental
health and social anxiety. The AI provided unattainable
suggestions, leaving them feeling as though their chal-
lenges were insurmountable, leading to existential dread.

Loss of Agency Experiencing diminished personal control
and autonomy in interactions with AI,
leading to feelings of helplessness and anx-
iety.

P171 shared that the AI’s inability to interpret images
combined with its inconsistent responses created a sense
of unpredictability, leaving them feeling helpless and
undermining their control and autonomy during the
interaction.

Category: Harm to Psychological Safety
Perceived Intrusion Experiencing a sense of personal violation

when AI interactions are perceived as in-
vasive or overly intrusive.

P190 reported that Snapchat AI had access to every-
thing and the participant felt constantly watched on
their phone.

Feeling of Being Discrimi-
nated Against

Feeling marginalized or unfairly treated
by AI based on personal characteristics or
systemic biases.

P123 said, “I was asking for background and history of my
heritage and I felt that ChatGPT was biased against my
background. It said much more positive things about other
cultures, making me feel discriminated against.”

Category: Mental Health Impact
Exacerbation of Mental
Health Conditions

Direct negative impacts on ongoing men-
tal health conditions (such as anxiety, de-
pression, PTSD) due to AI interactions.

P78 mentioned, “The agent did not seem to have com-
passion and made me feel worse. It made me feel worse
about potentially having this as the results were largely
negative and without tools to help manage the condition.”;
P46 mentioned, “... experimenting with using chatbots for
something personal increased my anxiety and stress about
the matter.”
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Table A7: 15 context classes associated with individuals interacting with AI conversational agents as described in Section 3.2.3
categorized under three (3) broader categories. (Part 1 of 2)

Context Class Definition Example
Category: Individual

Identity User’s identity (e.g., age, gender identity,
role, or cultural background) and the soci-
etal norms that interact with their personal
identity.

P123 mentioned, “I was asking for background and history
of my heritage and I felt that ChatGPT was biased against
my background. I felt that it was unfair that when I asked
it to give a background of other cultures, it said much more
positive things about them. For me, I felt that it was some
kind of racial mistreatment.”

Socioeconomic status User’s socioeconomic status (e.g., having
insurance that can cover therapy).

P230 mentioned, “The AI chatbot was very repetitive, did
not seem to care or understand my emotions, and seemed
to suggest professional therapy which I could not afford.”

Personal history User’s past history, especially medical his-
tory, history of trauma, past struggles, or
unique trigger responses.

P75 described how similarities in AI’s behavior to some-
one close to them had a negative impact as it triggered
memories associated with that individual. In this case,
the participant’s past trauma and history played a role
in mediating emotional distress.

Interpersonal Relationships
Within the Community

User’s interpersonal relationships with
others and their community (usually the
lack of community).

P222 described, “I have a small circle of friends, but they
are not into fanfiction or roleplaying like I am, so I look
into character.ai as an outlet to fulfill that interest.”

Past Experience with AI User’s past experience of using AI, based
on the frequency of usage, knowledge of
the capabilities, and limitations of AI.

P202 shared that as an educator, their extensive experi-
ence with AI stems from experimenting with its use in
lesson planning and student interactions. This familiar-
ity with AI’s capabilities and limitations influenced their
efforts to integrate it effectively into teaching practices.

Category: Psychological
Psychological state Users’ current and underlying emotional

conditions (e.g., anxiety, stress) and their
cognitive states (e.g., negative thought pat-
terns).

P48 described how their psychological state motivated
them to engage in conversations with the AI, “I was in a
low place, dealing with suicidal ideation & felt I needed to
talk to someone. I am from a very harsh family who does
not offer sympathy, and I wanted to just feel supported.”

Personality traits Individual characteristics like neuroticism,
conscientiousness, or openness, which in-
fluence user interactions with AI.

P143 mentioned, “My mood paired with my personality
and the fact I focus on and stress about things probably
facilitates these ‘doomer’ feelings.”

Mental health condition sta-
tus

Users’ underlying mental health condi-
tions (such as anxiety, depression, PTSD,
etc.)

P49, who struggles with ARFID, shared facing severe
difficulty eating during a setback, leading to dizzy spells
and anxiety. Unable to access treatment, they sought
advice from ChatGPT on how to motivate themselves
to eat but found the response inadequate, reflecting the
impact of their mental health condition on their reliance
on AI for support.

Expectations Users’ preconceived notions about AI ca-
pabilities and performance, including ex-
pectations for AI to be impartial, unbiased,
or factual.

P101 described their experience, “I had expected the AI to
be able to do this task with ease. Instead, it was super cum-
bersome and did not yield the results I needed. This added
to my stress and anxiety as I now had spent unnecessary
time trying to entertain a solution that I thought would be
more efficient than me doing it manually.”

Autonomy / locus of control The degree to which a user believes that
they, as opposed to external forces (beyond
their influence), have control over the out-
come of events in their lives.

P124 mentioned “I was too addicted to using an AI agent
for my school. This made me feel reliant on it and lowered
my self-esteem.”
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Table A8: 15 context classes associated with individuals interacting with AI conversational agents as described in Section 3.2.3
categorized under three (3) broader categories. (Part 2 of 2)

Context Class Definition Example
Category: Context of Use

Environment The physical, temporal, and social set-
ting of the interaction, including physical
space, privacy, and presence of other peo-
ple, which can impact user experience.

P36 shared “It was nighttime which is a trigger for my
alcohol abuse. This may have made me more frustrated or
irritated by the situation. In addition, I was going through
withdrawal.”

Intent - informational Users seek AI assistance for business
strategies, professional development, mar-
ket insights, job searching, resume build-
ing, career advice, and academic tasks like
solving problems or preparing for exams.
Users expect AI to be factually correct and
proficient in resolving their queries.

P8 sought AI help with resume writing during a job
search, but the AI’s failure to include key information
triggered frustration and a depressive episode, leading
to suicidal ideation for days.

Intent - personal advice Users seek advice on sensitive topics (legal,
financial, medical), emotional support, or
improving their social skills and managing
relationships. Users expect supportive and
encouraging feedback.

P218 sought personal advice for legal guidance, but
the AI’s excessive agreeableness, clichéd responses, and
overly positive demeanor shifted the focus of the conver-
sation to the spouse’s emotional state, failing to address
the participant’s primary legal concerns.

Intent - mental health advice Users seek immediate support during
acute crises such as suicidal ideation, se-
vere depression, or panic attacks. Users
expect empathetic and effective responses
to help manage their mental health condi-
tions.

P95 reported in the survey that they sought help from the
AI agent to manage their mental health and parenting
struggles. However, they received generalized answers
that failed to address their query, ultimately leaving them
feeling helpless and still searching for more answers.

Intent - companionship Users interact with AI for social interac-
tion and companionship, especially during
times of loneliness or isolation. Users ex-
pect meaningful conversations and immer-
sive roleplay experiences.

P54 described the lack of companionship, “AI couldn’t
replicate the real feeling. Every time I asked it a deep or per-
sonal question, it would spew out a generic answer, which
served as a reminder of my lack of real companionship.”
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